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Ceramic Fabrication Processes

An Introductory Overview

1.1 INTRODUCTION

The subject of ceramics covers a wide range of materials. Recent attempts have
been made to divide it into two parts: traditional ceramics and advanced ceramics.
The use of the term advanced has, however, not received general acceptance
and other forms including technical, special, fine, and engineering will also be
encountered. Traditional ceramics bear a close relationship to those materials
that have been developed since the earliest civilizations. They are pottery, struc-
tural clay products, and clay-based refractories, with which we may also group
cements and concretes and glasses. Whereas traditional ceramics still represent
a major part of the ceramics industry, the interest in recent years has focused on
advanced ceramics, ceramics that with minor exceptions have been developed
within the last 50 years or so. Advanced ceramics include ceramics for electrical,
magnetic, electronic, and optical applications (sometimes referred to as functional
ceramics) and ceramics for structural applications at ambient as well as at elevated
temperatures (structural ceramics). Although the distinction between traditional
and advanced ceramics may be referred to in this book occasionally for conve-
nience, we do not wish to overemphasize it. There is much to be gained through
continued interaction between the traditional and the advanced sectors.
Chemically, with the exception of carbon, ceramics are nonmetallic, inor-
ganic compounds. Examples are the silicates such as kaolinite [Al,Si,O5(OH),]
and mullite (AlgSi,O;3), simple oxides such as alumina (Al,O3) and zirconia
(Zr0O,), complex oxides other than the silicates such as barium titanate (BaTiO3),
and the superconducting material YBa,Cu;0¢ 5 (0 = 8 = 1). In addition, there
are nonoxides including carbides such as silicon carbide (SiC) and boron carbide
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(B4C), nitrides such as silicon nitride (SizN4) and boron nitride (BN), borides
such titanium diboride (TiB,), silicides such as molybdenum disilicide (MoSi,)
and halides such as lithium fluoride (LiF). There are also compounds based on
nitride—oxide or oxynitride systems (e.g., ’-sialons with the general formula
Sie,AlLNg_.O,, where 0 < z < ~4).

Structurally, all materials are either crystalline or amorphous (also referred
to as glassy). The difficulty and expense of growing single crystals means that,
normally, crystalline ceramics (and metals) are actually polycrystalline—they are
made up of a large number of small crystals, or grains, separated from one another
by grain boundaries. In ceramics as well as in metals, we are concerned with two
types of structure, both of which have a profound effect on properties. The first
type of structure is at the atomic scale: the type of bonding and the crystal
structure (for a crystalline ceramic) or the amorphous structure (if it is glassy).
The second type of structure is at a larger scale: the microstructure, which refers
to the nature, quantity, and distribution of the structural elements or phases in
the ceramic (e.g., crystals, glass, and porosity).

It is sometimes useful to distinguish between the intrinsic properties of a
material and the properties that depend on the microstructure. The intrinsic prop-
erties are determined by the structure at the atomic scale and are properties that
are not susceptible to significant change by modification of the microstructure,
properties such as the melting point, elastic modulus, coefficient of thermal expan-
sion, and whether the material is brittle, magnetic, ferroelectric, or semiconduct-
ing. In contrast, many of the properties critical to the engineering applications of
materials are strongly dependent on the microstructure (e.g., mechanical strength,
dielectric constant, and electrical conductivity).

Intrinsically, ceramics usually have high melting points and are therefore
generally described as refractory. They are also usually hard, brittle, and chemi-
cally inert. This chemical inertness is usually taken for granted, for example, in
ceramic and glass tableware and in the bricks, mortar, and glass of our houses.
However, when used at high temperatures, as in the chemical and metallurgical
industries, this chemical inertness is severely tried. The electrical, magnetic, and
dielectric behavior covers a wide range—for example, in the case of electrical
behavior, from insulators to conductors.

The applications of ceramics are many. Usually, for a given application
one property may be of particular importance, but in fact, all relevant properties
need to be considered. We are therefore usually interested in combinations of
properties. For traditional ceramics and glasses, familiar applications include
structural building materials (e.g., bricks and roofing tile), refractories for furnace
linings, tableware and sanitaryware, electrical insulation (e.g., electrical porcelain
and steatite), glass containers, and glasses for building and transportation vehicles.
The applications for which advanced ceramics have been developed or proposed
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Ceramic Fabrication Processes 3

are already very diverse and this area is expected to continue to grow at a reasona-
ble rate. Table 1.1 illustrates some of the applications for advanced ceramics (1).

The important relationships between chemical composition, atomic struc-
ture, fabrication, microstructure, and properties of polycrystalline ceramics are
illustrated in Fig. 1.1. The intrinsic properties must be considered at the time of
materials selection. For example, the phenomenon of ferroelectricity originates
in the perovskite crystal structure, of which BaTiO; is a good example. For the
production of a ferroelectric material, we may therefore wish to select BaTiOs.
The role of the fabrication process, then, is to produce microstructures with the
desired engineering properties. For example, the measured dielectric constant of
the fabricated BaTiO; will depend significantly on the microstructure (grain size,
porosity, and presence of any secondary phases). Normally, the overall fabrication
method can be divided into a few or several discrete steps, depending on the
complexity of the method. Although there is no generally accepted terminology,
we will refer to these discrete steps as processing steps. The fabrication of a
ceramic body therefore involves a number of processing steps. In the next section,
we examine, in general terms, some of the commonly used methods for the
fabrication of ceramics.

1.2 CERAMIC FABRICATION PROCESSES

Ceramics can be fabricated by a variety of methods, some of which have their
origins in early civilization. Our normal objective is the production, from suitable
starting materials, of a solid product with the desired shape such as a film, fiber,
or monolith and with the desired microstructure. As a first attempt, we divide
the main fabrication methods into three groups, depending on whether the starting
materials involve a gaseous phase, a liquid phase, or a solid phase (Table 1.2).
In the following sections, we examine briefly the main features of the processing
steps involved in these methods and, from the point of view of ease of processing,
their main advantages and disadvantages.

1.2.1 Gas-Phase Reactions

By far the most important are vapor deposition methods, where the desired mate-
rial is formed by chemical reaction between gaseous species. The reaction be-
tween a liquid and a gas is generally impractical but has been developed recently
into an elegant technique, referred to as directed metal oxidation. Reaction be-
tween a gas and a solid, commonly referred to as reaction bonding (or reaction
forming) has been used mainly for the production of Si;Ny4 but is now also being
applied to the production of oxide ceramics. Reaction bonding (by a solid—liquid
reaction) is also an important fabrication route for SiC.
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TABLE 1.1 Application of Advanced Ceramics Classified by Function
Function Ceramic Application
Electric Insulation materials Integrated circuit substrate, package,
(AlL,O3, BeO, MgO) wiring substrate, resistor substrate,
electronics interconnection substrate
Ferroelectric materials Ceramic capacitor
Piezoelectric materials Vibrator, oscillator, filter, etc.
(PZT) Transducer, ultrasonic humidifier,
piezolelectric spark generator, etc.
Semiconductor materials NTC thermistor: temperature sensor,
(BaTiOs, SiC, ZnO- temperature compensation, etc.
Bi,03, V,05 and other PTC thermistor: heater element, switch,
transition metal oxides) temperature compensation, etc.
CTR thermistor: heat sensor element
Thick-film sensor: infrared sensor
Varistor: noise elimination, surge
current absorber, lightning arrestor,
etc.
Sintered CdS material: solar cell
SiC heater: electric furnace heater,
miniature heater, etc.
Ion-conducting materials Solid electrolyte for sodium battery
(B-ALO3, Zr0O,) ZrO, ceramics: oxygen sensor, pH
meter, fuel cells
Magnetic Soft ferrite Magnetic recording head, temperature
sensor, etc.
Hard ferrite Ferrite magnet, fractional horse power
motors, etc.
Optical Translucent alumina High-pressure sodium vapor lamp

Translucent Mg-Al spinel,
mullite, etc.

Translucent Y,0O3-ThO,
ceramics
PLZT ceramics

Lighting tube, special-purpose lamp,
infrared transmission window
materials

Laser materials

Light memory element, video display
and storage system, light modulation
element, light shutter, light valve

(Continued)
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TaBLE 1.1 Continued

Function Ceramic Application
Chemical Gas sensor (ZnO, Fe,0s5, Gas leakage alarm, automatic ventilation
Sn0,) alarm; hydrocarbon, fluorocarbon
detectors, etc.
Humidity sensor Cooking control element in microwave
(MgCr,04-TiO,) oven, etc.
Catalyst carrier Catalyst carrier for emission control
(cordierite)
Organic catalysts Enzyme carrier, zeolites
Electrodes (titanates, Electrowinning aluminum,
sulfides, borides) photochemical processes, chlorine
production
Thermal 710, TiO, Infrared radiator
Mechanical Cutting tools (Al,Os3, TiC, Ceramic tool, sintered CBN; cermet
TiN, others) tool, artificial diamond; nitride tool
Wear-resistant materials Mechanical seal, ceramic liner, bearings,
(Al,03, ZrO,) thread guide, pressure sensors
Heat-resistant materials Ceramic engine, turbine blade, heat
(SiC, Al,Os3, SizNy, exchangers, welding burner nozzle,
others) high frequency combustion crucibles)
Biological Alumina ceramics Artificial tooth root, bone and joint.
implantation,
hydroxyapatite, bioglass
Nuclear UO,, UO,-PuO, Nuclear fuels

C, SiC, B,C
SiC, Al,Os, C, B,C

Cladding materials
Shielding materials

Source: Ref. 1.
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FiGURE 1.1 The important relationships in ceramic fabrication.
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TABLE 1.2 Common Ceramic Fabrication Methods

Starting materials Method Product
Gases Chemical vapor deposition Films, monoliths
Gas-liquid Directed metal oxidation Monoliths
Gas—solid Reaction bonding Monoliths
Liquid—solid Reaction bonding Monoliths
Liquids Sol-gel process Films, fibers
Polymer pyrolysis Fibers, films
Solids (powders) Melt casting Monoliths
Sintering of powders Monoliths, films

1.2.1.1 Chemical Vapor Deposition

Chemical vapor deposition (CVD) is a process by which reactive molecules in
the gas phase are transported to a surface at which they chemically react and
form a solid film. It is a well-established technique that can be used to deposit
all classes of materials, including metals, ceramics, and semiconductors, for a
variety of applications. Large areas can be coated and the process is amenable
to mass production. Thick films or even monolithic bodies can also be produced
by basically prolonging the deposition process so that the desired thickness is
achieved. Table 1.3 shows some of the important reactions used for the fabrication
of ceramics together with the temperature range of the reactions and the applica-
tions of the fabricated articles.

There are several excellent texts on CVD and related processes covering
the fundamental physics and chemistry, equipment, applications, and reaction
chemistry for most materials (2); fundamental aspects of thermodynamics, kinet-
ics, and transport phenomena (3,4); deposition of thin films (5); microelectronic
applications (6,7); and common deposition strategies for Si;N4, SiC and other
materials (8).

The apparatus used for CVD depends on the reaction being used, the reac-
tion temperature, and the configuration of the substrate. Figure 1.2 shows exam-
ples of reactors for the deposition of films on substrates such as Si wafers (9). The
general objective for any design is to provide uniform exposure of the substrate to
the reactant gases. CVD has a number of process variables that must be manipu-
lated to produce a deposit with the desired properties. These variables include
the flow rate of the reactant gases, the nature and flow rate of any carrier gases,
the pressure in the reaction vessel, and the temperature of the substrate.

Substrate heating is required in CVD reactors because the films are pro-
duced preferably by endothermic reactions. The temperature of the substrate influ-
ences the deposition rate and is the main factor controlling the structure of the

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0
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TABLE 1.3 Some Important CVD Reactions for the Fabrication of Ceramics

Reaction Temperature (°C) Application
2CHy — 2xC + yH, 900-2400 Pyrolytic carbon and graphite
CH;C15Si — SiC + 3HCI 1000-1300 Composites
W(CO)s — WC + CO, + 4CO 400-800 Coatings
TiCl; + O, — TiO, + 2Cl, 900-1200 Films for electronic devices
SiCly + 2CO, + 2H, — 800-1000 Films for electronic devices,
SiO, + 4HCI + 2CO optical fibers
SiCl, + 2H,0 — SiO, + 4HC1 500-1000 Films for electronic devices,
optical fibers
SiCl, + 2H, — Si + 4HCl1 500-800 Films for electronic devices
TiCly + 2BH; — 1000-1300 Monoliths, composites
TiB, + 4HCI + H,
SiH4 + CH4 — SiC + 4H, 1000-1400 Coatings
3SiH, + 4NH; — 800-1500 Films for semiconductor
SisN, + 12H, devices
3HSiCl; + 4NH; — 800-1100 Composites
SisN4 + 9HCI + 3H,
BCl; + NH; — BN + 3HCI 700-1000 Monoliths

deposit. In general, high temperatures will yield crystalline deposits while low
temperatures result in amorphous materials. Between these two extremes a poly-
crystalline deposit will be formed. The pressure in the reaction vessel influences
the concentration of the reactant gases, the diffusion of reactants toward the
substrate, and the diffusion of the products away from the surface. The higher
diffusivity at lower pressure leads to the formation of films with better uniformity,
so that most CVD reactors are operated in the pressure range of 1-15 kPa.

The reactant gases, also referred to as precursor molecules, are chosen to
react and produce a specific film. Properties necessary for a good precursor in-
clude thermal stability at its vaporization temperature and sufficient vapor pres-
sure (at least ~125 Pa) at a reasonable temperature (~300°C) for effective gas
phase delivery to the growth surface. In addition, the molecules must be obtainable
at high purity and must not undergo parasitic or side reactions which would lead
to contamination or degradation of the film (10). Examples of the classes of
precursor molecules (e.g., hydrides, halides, carbonyls, hydrocarbons, and organ-
ometallics) and the types of chemical reaction (pyrolysis, oxidation/hydrolysis,
reduction, carbidization/nitridation, and disproportionation) are summarized in
Table 1.3.

CVD technology has been attracting much interest recently for the produc-
tion of diamond films or coatings (11). Diamond has several attractive properties
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FIGURE 1.2 Typical reactors used in chemical vapor deposition:(a) pancake reactor; (b)
barrel reactor; (c) horizontal reactor; (d) low-pressure (LPCVD) reactor. (From Ref. 9.)

but, in the past, high pressures and high temperatures have been required to
produce synthetic diamond. In contrast, a plasma-assisted CVD process allows
the production of diamond films at relatively low temperatures and low pressures
(Fig. 1.3). The deposition process is complex and is not understood clearly at
present. The basic reaction involves the pyrolysis of a carbon-containing precursor
such as methane:

CH, (g) — C(diamond)+2H, (g) (1.1)

The typical process consists of the reactant gas at less than atmospheric pressure
and containing >95% H,. The gas is activated by passing it through a plasma
or past a heated filament (at ~2000°C) before deposition on a substrate at
800-1000°C.

Copyright © Marcel Dekker, Inc. All rights reserved.

MaRrceL Dekker, INc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



Ceramic Fabrication Processes 9

CH, —r—— OFTICAL WINDOW
HZ
Ar
[e——— SILICA TUBE
FLOW CONTROL
SYSTEM
MICROWAVE
APPLICATOR
MICHOWAVES e
(2.45 GHz) ; —1

SUBSTRATE

PRESSURE GAGE
l{ Q
— i

C TO PUMPS

FiGURE 1.3 Schematic diagram of microwave-plasma-assisted chemical vapor deposi-
tion (MPACVD) diamond growth system. (From Ref. 11.)

CVD technology has also been attracting significant interest as a fabrication
route for ceramic composites (12). For fiber-reinforced ceramics, one approach
that has shown considerable promise is chemical vapor infiltration (CVI). The
fibers, preformed into the shape and dimensions of the finished body, are placed
into the reactant gases and held at the desired temperature so that the deposited
material is formed in the interstices between the fibers. Significant effort has
been devoted to SiC matrix composites reinforced with SiC or C fibers. The SiC
matrix is typically deposited from methyltrichlosilane, CH;Cl;Si, at temperatures
of ~1200°C and pressures of ~3 kPa. The process is slow and a serious problem
is the tendency for most of the reaction to occur near the surface of the fiber
preform, leading to density gradients and the sealing off of the interior. A promis-
ing route involves the exploitation of forced flow of the reacting gas into the
preform using pressure and temperature gradients (Fig. 1.4). Matrices with reason-
ably high density (typically ~10% porosity) have been produced. The CVI route
has an inherent advantage over conventional ceramic powder processing routes
that commonly require higher temperatures and high pressures for fabrication:
mechanical and chemical degradation of the composite during fabrication is not
severe. Composites containing as high as 45 vol% of fibers have been fabricated
with an open porosity of ~10%. The measured fracture toughness (13) remained
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unchanged at ~30 MPam'!? up to 1400°C, which is considerably better than
unreinforced SiC with a fracture toughness of ~3 MPam!/2.

Table 1.3 indicates that the reaction temperatures for the CVD fabrication
of most of the highly refractory ceramics listed are rather low. Therefore, CVD
methods provide a distinct advantage of fairly low fabrication temperatures for
ceramics and composites with high melting points that are difficult to fabricate
by other methods or require very high fabrication temperatures. The low reaction
temperatures also increase the range of materials that can be coated by CVD,
especially for the highly refractory coatings. However, a major disadvantage is
that the material deposition rate by CVD is very slow, typically in the range of
1-100 pm/h. The production of monolithic bodies can therefore be very time
consuming and expensive. Another problem that is normally encountered in the
fabrication of monolithic bodies by CVD is the development of a microstructure
consisting of fairly large, columnar grains which leads to fairly low intergranular
strength. These difficulties limit CVD methods primarily to the formation of thin
films and coatings.

HEATING HOT ZONE
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LID
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GRAFPHITE T J=COLD SURFACE T PREFORM

HOLDER %
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FiGURE 1.4 Schematic diagram of chemical vapor infiltration process exploiting forced
flow of the infiltrating gas. (From Ref. 12.)
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1.2.1.2 Directed Metal Oxidation

Fabrication routes involving reactions between a gas and a liquid are generally
impractical for the production of ceramic bodies because the reaction product
usually forms a solid protective coating, thereby separating the reactants and
effectively stopping the reaction. However, a novel method employing directed
oxidation of a molten metal by a gas has been developed by the Lanxide Corpora-
tion for the production of porous and dense materials as well as composites
(14—19). Figure 1.5 shows a schematic of the reaction process. In Fig. 1.5a a
molten metal (e.g., an aluminum alloy) is being oxidized by a gas (e.g., air). If
the temperature is in the range of 900—1350°C and the aluminum alloy contains
a few percent of Mg and a group IVA element (e.g., Si, Ge, Sn, or Pb), the oxide
coating is no longer protective. Instead, it contains small pores through which
molten metal is drawn up to the top surface of the film, thereby continuing the
oxidation process. As long as the molten metal and the oxidizing gas are available
to sustain the process and the temperature is maintained, the reaction product
continues to grow at a rate of a few centimeters per day until the desired thickness
is obtained. The material produced in this way consists of two phases: the oxida-
tion product (e.g., Al,O3), which is continuous and interconnected, and unreacted
metal (Al alloy). The amount of unreacted metal (typically 5-30 vol%) depends
on the starting materials and processing parameters (e.g., the temperature).

For the production of composites, a filler material (e.g., particles, platelets,
or fibers) is shaped into a preform of the size and shape desired of the product.

Vapor-phase Vapor-phase
pxidant
N
N
Reaction N ~ Filler with
product ‘\\ reaction product
§ matrix
N
Refractory Refractory
conlainer container

(a} (b)

FIGURE 1.5 Schematic diagram of the formation of a matrix of oxide and unreacted
metal by (a) directed oxidation of molten metal and (b) oxidation in the presence of a
filler. (From Ref. 15.)
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The filler and the metal alloy are then heated to the growth temperature where
the oxidation process occurs outward from the metal surface and into the preform
(Fig. 1.5b), such that the oxidation product becomes the matrix of the composite.
A micrograph of a SiC fiber preform which has been filled with an Al,03/Al
matrix by directed oxidation of molten aluminum is shown in Fig. 1.6.

The term directed metal oxidation is taken to include all reactions in which
the metal gives up or shares its electrons. The method has been used to produce
composites with not only matrices of oxides but also nitrides, borides, carbides,
and titanates. Composite systems produced by the method include matrices of
Al,O3/Al, AIN/AL, ZrN/Zr, TiN/Ti, and Zr and fillers of Al,Os;, SiC, BaTiOs,
AIN, B,C, TiB,, ZrN, ZrB,, and TiN. A distinct advantage of the method is that
growth of the matrix into the preform involves little or no change in dimensions.
The problems associated with shrinkage during densification in other fabrication
routes (e.g., powder processing) are therefore avoided. Furthermore, large compo-
nents can be produced readily with good control of the component dimensions.

1.2.1.3 Reaction Bonding

The term reaction bonding (or reaction forming) is commonly used to describe
fabrication routes where a porous solid preform reacts with a gas (or a liquid)
to produce the desired chemical compound and bonding between the grains.

FiGURE 1.6 Optical micrograph of an Al,Os/Al matrix reinforced with SiC fibers pro-
duced by directed metal oxidation. (From Ref. 15.)
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Commonly, the process is accompanied by little or no shrinkage of the preform
so that very close dimensional tolerances can be achieved for the finished compo-
nent. Reaction bonding is used on a large scale as one of the fabrication routes
for SisNy4 and SiC (20,21).

Silicon Nitride

SizN, is the most widely known reaction bonded system involving the reaction
between a solid and a gas phase. A detailed review of the formation and properties
of reaction bonded silicon nitride (RBSN) has been written by Moulson (22). In
the formation of RBSN, silicon powder is consolidated by one of a variety of
methods (e.g., pressing in a die, isostatic pressing, slip casting, and injection
molding) to form a billet or a shaped body; this is then preheated in argon at
~1200°C after which it can be machined to the required component shape and
dimensions. Finally, the component is heated, usually in N, gas at atmospheric
pressure and at temperatures in the region of 1250—1400°C, when reaction bond-
ing occurs to produce RBSN. While the mechanism is fairly complex, the overall
reaction can be written:

3Si(s) + 2N, (g) = Si;N, (5) (1.2)

The densities of Si and SizNy are 2.33 g/cm?® and 3.18 g/cm?, respectively, so
that the reaction of a silicon particle to form Siz;N,4 involves a volume expansion
of 22%. However, very little size change occurs during the nitridation. This means
that the nitridation occurs by a mechanism in which new mass being added to
the body expands into the surrounding pore space (22). As the pore sizes and the
number of pores decrease, the pore channels close off and the reaction effectively
stops. In preforms with relatively high density, pore channel closure commonly
occurs prior to complete reaction. The RBSN has a porosity of 15-20% and some
residual, unreacted Si. The Si;N, consists of 60—90 wt% of the « phase and the
remainder being [3—Si3N,. Several factors influence the reaction kinetics and the
resulting microstructure, including the Si particle size, the composition and pres-
sure of the nitriding gas, the reaction temperature, and the impurities in the Si
starting powder. Because of the high porosity, the strength of RBSN is inferior
to that of dense Si;N4 produced by other methods (e.g., hot pressing). However,
RBSN bodies with a high degree of dimensional accuracy and with complex
shapes can be prepared fairly readily without the need for expensive machining
after firing.

Oxides

A reaction bonding route involving both gas—solid and gas—liquid reactions is
the reaction-bonded aluminum oxide (RBAO) process developed by Claussen
and co-workers (23—27). The RBAO process utilizes the oxidation of powder
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mixtures containing a substantial amount of Al (30—65 vol%). A mixture of Al
(particle size ~20 pwm), a-Al,O3 (0.5-1.0 pwm), and ZrO, (~0.5 pwm) is milled
vigorously in an attrition mill, dried, and compacted to produce a green body
(porosity ~30-40%). During heat treatment in an oxidizing atmosphere (com-
monly air), the Al oxidizes to nanometer-sized y-Al,Oj3 crystals below ~900°C
which undergo a phase transformation to a—Al,O3 up to ~1100°C. The volume
expansion (28 vol%) associated with the oxidation of Al to a—Al,Oj is used to
partially compensate for the shrinkage due to sintering, so that dense RBAO
ceramics can be can be achieved with lower firing shrinkage than conventionally
sintered Al,O3 ceramics. Figure 1.7 shows a micrograph of a reaction bonded
Al,O3/ZrO, ceramic produced from a starting mixture of 45 vol% Al, 35 vol%
Al,0O3, and 20 vol% ZrO,. Successful application of the RBAO process depends
on several variables, including the characteristics of the starting powders, (e.g.,
particle size and volume fraction of the Al), the milling parameters, the green
density of the compacted mixture, and the heating (oxidation) schedule. ZrO, is
known to aid the microstructure development during sintering but its role is not
clear. In addition to Al,O3, the RBAO process has been applied to the fabrication
of mullite ceramics (28) and composites (29).

A gas—solid reaction involving the oxidation of a combination of an alkaline
earth metal and another metal has been used recently to produce ceramics contain-

FiGURE 1.7 Scanning electron micrograph showing the microstructure of a reaction
bonded aluminum oxide (RBAO) sample. The white phase is ZrO, (~20 vol%) and the
dark phase is Al,O3. (Courtesy of M. P. Harmer.)
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ing an alkaline earth element (30-35). An unusual feature of most alkaline earth
metals is the reduction in solid volume accompanying oxidation. For example,
the molar volume of MgO is 19% smaller than that of Mg. In contrast, most
other metals tend to expand during oxidation. The reduction in volume due to
the oxidation of an alkaline earth metal can be used to offset the volume expansion
accompanying the oxidation of another metal. In this way, dense ceramics contain-
ing an alkaline earth element can be produced with little change in dimensions
from dense preforms of metal-bearing precursors.

Silicon Carbide

Reaction bonded silicon carbide (RBSC) represents the most important example
of the fabrication route based on the reaction between a solid and a liquid (36,37).
Commonly, a mixture of SiC particles (5—10 wm), carbon, and a polymeric binder
is formed into a green body by pressing, extrusion or injection molding. In some
variations, silicon carbide particles and a carbon-forming resin are used as the
starting mixture. The binder or resin is burned off or converted to microporous
carbon by pyrolysis, after which the porous preform is infiltrated with liquid Si
at temperatures somewhat above the melting point of Si (1410°C). Reaction be-
tween the carbon and Si occurs according to

Si()+C(s) — SiC(s) (1.3)

The reaction product crystallizes on the original SiC grains and bonds them to-
gether.

The infiltration and reaction processes occur simultaneously. Capillary
pressure provides the driving force for infiltration, and good wetting of the sur-
faces by liquid Si is a key requirement. The kinetics of the infiltration are complex.
However, if the pore structure of the preform is simplified as a set of parallel
cylinders, the kinetics can be determined from Poiseuille’s equation for viscous
flow through a tube:

dl_ﬂ(&]

d 8nl I (1.4)

where dV/dt is the rate of liquid flow, r is the radius of the tube with a length /,
Ap is the pressure difference across the length of the tube, and r is the viscosity
of the liquid. The height infiltrated in time ¢ is found to be

W= rycos9 ;
2n (1.5)

where v is the surface tension of the liquid and 6 is the contact angle for wetting.
Equation (1.5) shows that the rate of infiltration is proportional to the pore size.

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



16 Chapter 1

Since the pore size scales as the particle size, preforms made with larger particles
are more readily infiltrated. However, the strength of the material decreases with
larger grain sizes. The reaction given by Eq. (1.3) is exothermic and is accompa-
nied by a large heat of reaction. The development of stresses due to thermal
gradients can lead to cracking if the reaction kinetics are too fast.

Theoretically, it is possible to calculate the green density of the preform
required to produce a fully dense RBSC, but in practice it is necessary to leave
additional porosity to allow the infiltrating Si to move freely. Consequently, the
fabricated material contains an interconnected network of unreacted Si. Com-
monly, there is no unreacted carbon or porosity, and the principal microstructural
features are the original SiC grains coated with the SiC formed in the reaction
and the residual Si (38,39). Figure 1.8 shows the microstructure of an RBSC.
The optimum RBSC composition is ~90 vol% SiC and 10 vol% Si, but special
products with 5-25 vol% Si are sometimes made. The presence of Si leads to a
deterioration of the mechanical strength at temperatures above ~1200°C (40). The
use of Si alloys (e.g., Si + 2 at% Mo), instead of pure Si, has been investigated to
eliminate the residual Si in the fabricated body (41). The alloying elements form
chemically stable, refractory silicides (e.g., MoSi,) with the excess Si. The reac-
tion bonding process has also been applied to the fabrication of composites where
a reinforcing phase is incorporated into the preform prior to infiltration and reac-
tion (42).

3 _4@".'_

FIGURE 1.8 The same area of reaction bonded SiC observed with (a) reflected light
showing the light Si phase due to its high reflectivity and (b) secondary electrons where
the Si now appears black and the outer impure regions of SiC grains are lighter than the
dark gray cores. (From Ref. 38.)
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1.2.2 Liquid Precursor Methods

Fabrication routes in which a solution of metal compounds is converted into a
solid body are sometimes referred to as liquid precursor methods. The sol—gel
process has attracted considerable interest since the mid-1970s and forms the
most important liquid precursor route for the production of simple or complex
oxides. The pyrolysis of suitable polymers to produce ceramics (mainly nonoxides
such as SiC and Si3Ny) has attracted a fair degree of interest in the past 20 years.
It is an important route for the production of SiC fibers.

1.2.2.1 Sol-Gel Processing

In the sol—gel process, a solution of metal compounds or a suspension of very
fine particles in a liquid (referred to as a sol) is converted into a highly viscous
mass (the gel). Two different sol—gel processes can be distinguished, depending
on whether a sol or a solution is used (Fig. 1.9). Starting with a sol, the gelled
material consists of identifiable colloidal particles that have been joined together
by surface forces to form a network (Fig. 1.10a). When a solution is used, typically
a solution of metal-organic compounds (such as metal alkoxides), the gelled
material in many cases may consist of a network of polymer chains formed
by hydrolysis and condensation reactions (Fig. 1.10b). This ‘‘solution sol—gel
process’’ is receiving considerable research interest; however, the sol—gel process
based on the gelling of suspensions sees more widespread industrial application.
Several publications have been devoted to the sol—gel process, including an excel-
lent text covering the physics and chemistry (43), a text on the applications
(44), shorter review articles summarizing the science and technology (45), and
proceedings of international conferences (46,47).

We shall consider the sol—gel process in more detail later (Chapter 5) but
for the remainder of this section, we outline the main sequence of steps in the
solution sol—gel route. As indicated above, the starting material normally consists
of a solution of metal alkoxides in an appropriate alcohol. Metal alkoxides have
the general formula M(OR), and can be considered as either a derivative an
alcohol, ROH, where R is an alkyl group, in which the hydroxyl proton is replaced
by a metal, M, or a derivative of a metal hydroxide, M(OH),. To this solution
water is added, either in the pure state or diluted with more alcohol. Under constant
stirring at temperatures slightly above room temperature (normally ~50-90°C)
and with suitable concentration of reactants and pH of the solution, hydrolysis
and condensation reactions may occur, leading to the formation of polymer chains.
Taking the example of a tetravalent metal (e.g., M = Si), the reactions may be
expressed as:

Hydrolysis
M(OR)4 +H,0 — M(OR)3 OH + ROH (1.6)
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Solution
et {of metal alkoxides)
hiydralysis l :
- hydrolysis and
s e candensation
Sol Sol
{suspension of fine particles) {solution of palymers)
gelation gelalion
“Particulate” Gel “"Polymeric” Gel
drying
Oried Gel Dried Gel
firing firing
Dense Product Dense Product
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FIGURE 1.9 Basic flow charts for sol—gel processing using (a) a suspension of fine
particles and (b) a solution.

Polymer l : I
Liquid
Particles
Particulate gel Polymeric gel
(a) (b)

FiGURE 1.10 Schematic diagram of the structure of (a) a particulate gel formed from
a suspension of fine particles and (b) a polymeric gel from a solution.
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Condensation
M(OR)3 OH + M(OR)4 - (RO)3 -M-O-M- (OR)3 +ROH (1.7)

Polymerization of the species formed by the hydrolysis and condensation reac-
tions together with interlinking and cross-linking of the polymer chains eventually
leads to a marked increase in the viscosity of the reaction mixture and the produc-
tion of a gel. The gel has a continuous solid network and a finite shear modulus.
Normally, excess water and alcohol are used in the reactions so that the amount
of solid matter in the gel (i.e., the solids content of the gel) can be quite low,
being <5-10 vol% in many cases. The remainder of the volume consists of liquid
that must be removed prior to firing.

Drying of the gels can be the most time consuming and difficult step in
the overall fabrication route, especially when a monolithic material is required
directly from the gel. Normally, the liquid is present in fine channels, typically
~2-50 nm in diameter. Removal of the liquid by evaporation has two main
consequences: large capillary stresses are generated, and the gel undergoes con-
siderable shrinkage under the action of the capillary stress (48,49). If the liquid-
filled pore channels in the gel are simplified as a set of parallel cylinders of radius
a, then the maximum capillary stress exerted on the solid network of the gel is

_ 2y, cos 0
a (1.8)

where vy,,, is the specific surface energy of the liquid/vapor interface and 6 is the
contact angle. For an alkoxide-derived gel with vy,,cos6 =~ 0.02—-0.07 J/m? and
a = 1-10 nm, the maximum capillary stress is ~4—150 MPa, indicating that the
gel can be subjected to quite large stresses. Remembering that the gelled material
is fairly weak, unless special precautions are taken, cracking as well as warping
of the dried gel can be a severe problem. If the evaporation is carried out slowly
to control the vapor pressure of the liquid, drying can take weeks for a gel with
a thickness of a few centimeters.

Aging before drying helps to strengthen the gel network and thereby reduce
the risk of fracture (50). The addition of certain chemical agents to the solution
prior to gelation has been reported to speed up the drying process considerably
(51). These compounds, referred to as drying control chemical additives (DCCA),
include formamide (NH,CHO), glycerol (C3HgOs5), or oxalic acid (C,H,Oy,).
While their role in drying is not clear, it is known that they increase the hardness
(and presumably the strength) of the gel. However, they can also cause serious
problems during firing because they are difficult to burn off. Another approach
is the use of supercritical drying where the problems associated with the capillary
stresses are avoided by removing the liquid from the pores above the critical
temperature and critical pressure (52,53).
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Despite drying, the gel contains a small amount of adsorbed water and
organic groups such as residual alkyl groups chemically attached to the polymer
chains. These are removed below ~500°C, prior to densification of the gels at
a higher temperature. In general, this densification takes place at a much lower
temperature than would be required to make an equivalent material by a more
conventional fabrication route (e.g., sintering of powders). This densification at
a lower temperature results, in general, from the amorphous nature of the gel and
the very fine porosity. However, crystallization of the gel prior to significant
densification can severely reduce the ease of sintering (see Chapter 12).

As a fabrication route for ceramics, the sol—gel process has a number of
advantages. Because of the ease of purification of liquids (as the starting materials
for the process), materials with high purity can be produced. Materials with excep-
tionally good chemical homogeneity, which is very desirable, especially in the
case of complex oxides, can also be produced because the mixing of the constitu-
ents occurs at a molecular level during the chemical reactions. Another advantage
is the lower densification temperature. However, the disadvantages are also real.
The starting materials (e.g., the metal alkoxides) can be fairly expensive. We
have already mentioned the difficulties of conventional drying, during which
cracking, warping, and considerable shrinkage are common problems. Figure
1.11 illustrates the enormous amounts of shrinkage that may occur during the
drying and sintering of a gel containing 5 vol% solids. Mainly because of these
problems in drying, the sol—gel route has seen little use for the fabrication of
monolithic ceramics. Instead it has seen considerable use for the fabrication of
small or thin articles, such as films, fibers, and powders, and its use in this area
is expected to grow substantially in the future.

aliL, = 50% AL, = 20%
AV, = 90% AV, = 50%
drying ‘% tiring
e —_— S
AR
Gelled Material Dried Gel Dense Product

FiGURE 1.11 Schematic diagram illustrating the enormous shrinkages accompanying
the drying by liquid evaporation and the firing of a polymeric gel (AL/L, = linear shrinkage
and AV/V, = volumetric shrinkage). The solids content of the gelled material, the dried
gel, and the final product are assumed to be 5, 50, and 100%, respectively.
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1.2.2.2 Polymer Pyrolysis

Polymer pyrolysis refers to the pyrolytic decomposition of metal-organic poly-
meric compounds to produce ceramics. The polymers used in this way are com-
monly referred to as preceramic polymers in that they form the precursors to
ceramics. Unlike conventional organic polymers (e.g., polyethylene), which con-
tain a chain of carbon atoms, the chain backbone in preceramic polymers contains
elements other than carbon (e.g., Si, B, and N ) or in addition to carbon. The
pyrolysis of the polymer produces a ceramic containing some of the elements
present in the chain. Polymer pyrolysis is an extension of the well-known route
for the production of carbon materials (e.g., fibers from pitch or polyacrylonitrile)
by the pyrolysis of carbon-based polymers (54). It is also related to the solution
sol—gel process described in the previous section where a metal-organic polymeric
gel is synthesized and converted to an oxide.

The possibility of preparing ceramics from metal-organic polymers was
recognized for many years (55). Heightened interest was generated in the
mid—1970s when the formation of fibers with high SiC content was reported by
Yajima et al. (56). While potentially a large field, the polymer pyrolysis route
has been applied most effectively to the production of nonoxide ceramic fibers,
in particular, fibers of two silicon-based ceramics, SiC and SizN,4, and to a more
limited extent BN and B,C. We shall therefore focus our attention on these
nonoxide ceramics. Reviews have covered the general aspects of the precursor
chemistry, polymer synthesis and pyrolysis of the polymers (57-61), the detailed
precursor chemistry and synthesis (62), and the preceramic polymer routes to
SiC fibers (63).

The characteristics of the ceramic product formed by polymer pyrolysis
depend on the structure and composition of the polymer and on the pyrolysis
conditions. The composition and structure of the polymer are dictated by the
chemical synthesis of the monomers and their polymerization reactions. Further-
more, the usefulness of the polymer is determined by its processing characteris-
tics, the ceramic yield on pyrolysis (percentage by weight of ceramic product
formed from a given mass of polymer), the purity and microstructure of the
ceramic product, and the manufacturing cost. Key requirements for the polymer
include (a) synthesis from low-cost starting materials and polymerization reac-
tions, (b) fusible at moderate temperatures or soluble in solvents for formation
into the required shape (e.g., fibers), (c) high ceramic yield on pyrolysis (greater
than ~75 wt%) to minimize volume changes, porosity, and shrinkage stresses,
and (d) pyrolysis to give the desired chemical composition and crystalline micro-
structure of the ceramic product for property optimization (e.g., tensile strength
and Young’s modulus). Based on these requirements, only a limited number of
synthetic routes have been developed. Examples of the types of polymers and
the ceramics produced from them are shown in Table 1.4.
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TABLE 1.4 Some Precursor Polymers and the Ceramics Produced by Their Pyrolysis

Ceramic yield

Polymer precursor (Wt%) (Atmosphere) Ceramic product Reference
Polycarbosilanes 55-60  (Ny/vacuum) SiC + amorphous 63
SiC,0,
Polymethylsilanes ~80 (Ar) SiC 67,68
Polysilazanes 80-85 (N») Amorphous SiC,N,, 69
60-65 (N») Amorphous 70
SisNy + carbon
~75 (No) Amorphous SiC,N, 71
Polysiladiazanes 70-80 (Ar) Amorphous 72
SizNy + SiC,N,
Polyborasilazanes ~90 (Ar) Amorphous 74
BSi,C,N,
~75 (NH3) Amorphous BSi,N, 74

Silicon Carbide

Polymer precursor routes based on the synthesis of polycarbosilanes have been
studied most extensively. The chain backbone of these polymers contains the
Si—C bond. The polycarbosilane route was used by Yajima et al. (56) to produce
fibers with high Si—C content and, as outlined above, formed an important contri-
bution to the polymer pyrolysis route for Si-based ceramics. We shall use this
system as an example to illustrate some basic steps in the process. The initial step
[Eqg. (1.9)] is the condensation reaction between Na and dimethyldichlorosilane,
(CHj;),SiCl,, in xylene to produce an insoluble poly(dimethylsilane), [(CH3),Si],,,
where n = 30.

CH; CH;
a—si—c  —2 — Si—
| xylene |
CH; CH; [
Dimethyldichlorosilane poly(dimethylsilane)
autoclave C|H3 I|{ C|H3 }|I
450-470°C . .
—> —Si—C— and —Si—C—
H H CH; H
polycarbosilane

(1.9)

(two structural components)
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Poly(dimethylsilane) is not a useful preceramic polymer in that it gives a low
ceramic yield on pyrolysis. When treated in an autoclave at 450-470°C, complex
reactions take place and a new polymer is produced which no longer has a back-
bone consisting of just Si atoms. This polymer has Si—C-Si bonds in the chain
and is referred to by the general term polycarbosilane. Alternatively, a catalyst
(3—5 wt% polyborodiphenyl siloxane) allows the reaction to take place at lower
temperatures (~350°C) and at atmospheric pressure. The purified polycarbosi-
lanes have a complex structure with components consisting of the CH;(H)SiCH,
unit and the (CH3),SiCH, unit. The polycarbosilane structure suggested by Ya-
jima (64) is shown in Fig. 1.12. Polycarbosilanes are glassy solids with a number
average molecular weight M, of 1000—2000 Da and, on pyrolysis in an inert
atmosphere, give a ceramic yield of 55-60 wt%. They are soluble in common
organic solvents, and the melt can be spun into fibers with small diameters (10-20
wm).

In the formation of fibers, after melt spinning at 250-350°C, the fibers
undergo a rigidization step, referred to as curing, prior to conversion to the ce-
ramic. Curing is accomplished by heating in air at 100-200°C to cross-link the
polymer chains and serves to maintain geometrical integrity of the fibers. During
pyrolysis in an inert atmosphere (e.g., N,), an amorphous product is produced
between 800 and 1100°C which crystallizes above ~1200°C. The ceramic yield
increases to ~80 wt% and this increase in the yield (when compared to the
uncured material) correlates with cross-linking of the polymer chains by oxygen
atoms during the curing step. The ceramic is not stoichiometric SiC but contains
excess carbon and some oxygen (presumably from the curing step). In a variation
of the process, Yajima et al. (65) heated the polycarbosilane with titanium tetrabu-
toxide, Ti(OC4Hy)4, to give a more highly cross-linked polymer, referred to as
polytitanocarbosilane, containing Si, Ti, C, O, and H. Pyrolysis in an inert atmo-
sphere produces a ceramic consisting mainly of SiC, a small amount of TiC,
excess carbon and some oxygen. The ceramic yield is ~75 wt%.

H H H CH, H
ch | cH CH
\\"s‘i/ s ii/ h i/CH’ Sl./CH‘ J'/CH,
e e
T . H; . CHxi TH, \TH/ \TH ey, e,
H
Si/ ,Si'/ " S!i/ " Si Si '/H
N Ut NS R PL BN N
Chy CH oH CH,i CH; | CH, CH,
\ \ sli/ 3 H; CH;
~ T e,

FiGURE 1.12 Constitutional chemical formula of polycarbosilane.
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The procedures developed by Yajima et al. (56,65) form the basis for the
industrial production of fibers with high SiC content. Fibers derived from polycar-
bosilane are produced by Nippon Carbon Company (Japan) under the trade name
of Nicalon, while Ube Industries (Japan) produce fibers having the trade name
Tyranno which are derived from polytitanocarbosilane. While nominally de-
scribed as silicon carbide fibers, Nicalon fibers contain excess carbon and oxygen
with a nominal composition of SiC; »50 33. The microstructure consists of micro-
crystalline 3—SiC grains in an amorphous silicon oxycarbide matrix as well as
significant microporosity. As the only high performance fibers available for sev-
eral years, Nicalon fibers have been studied extensively and have been incorpo-
rated into more ceramic composites than any other fiber. The ceramic grade (CG)
Nicalon fibers commonly used in ceramic composites have a tensile strength of
~3 GPa and a Young’s modulus of ~200 GPa (66).

The nonstoichiometric composition coupled with the microporosity and
amorphous phase in the microstructure reduces the thermal stability of the fibers.
Depending on the magnitude and duration of the applied stress, the use of the
fibers may be limited to temperatures lower than 1000°C. To overcome this
deficiency, recent efforts have been devoted to producing dense, polycrystalline,
stoichiometric SiC through modification of the synthesis and processing condi-
tions or through the synthesis of more useful preceramic polymers (63,67,68).

Silicon Nitride

When compared to SiC, less work has been reported on the production of SisNy
by the polymer pyrolysis route. Most efforts have focused on polymer precursors
based on polysilazanes, a class of polymers having Si—N bonds in the main chain
(58-61). The reactions to produce the Si—N bond in the chain backbone are
based on the ammonolysis of methylchlorosilanes. A preceramic polymer can be
prepared by the ammonolyis of methyldichlorosilane, followed by the polymer-
ization of the silazane product catalyzed by potassium hydride (69):

CH; CH;
|. NH; |
Cl—Si—Cl — — Si— N — [ + NH, I
H H H n
Methyldichlorosilane polysilazane
(low molecular weight)
CH; CH;
KH | |
— — Si— N — —Si— N —
H H a b
polysilazane

(1.10)

(higher molecular weight)
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Polysilazanes with an average molecular weight of ~300 are produced in the
first step. Pyrolysis of this material gives a ceramic yield of ~20 wt%. The second
step results in the production of polysilazanes with molecular weight ranging
from 600 to 1800. The suggested structure is shown in Fig. 1.13. Pyrolysis of
these polysilazanes in N, at ~1000°C gives a ceramic yield of 80-85 wt%. The
constitution of the product is not clear. Based on elemental chemical analysis,
the constitution of the product has been suggested as an amorphous mixture of
Si3Ny (~66 wt%), SiC (~27 wt%), C (~5 wt%), and possibly SiO, (~2 wt%).
However, x-ray diffraction and nuclear magnetic resonance indicate that it may
be an amorphous mixture of silicon-carbon-nitride and free carbon. Polysilazanes
with a repeating unit of [H,SiNCH3;] that is isostructural and chemically identical
with the [CH3;HSiNH] repeating unit in Eq. (1.10) have also been studied as a
precursor to silicon nitride (70). In this case, pyrolysis in N, at 1273K gives a
ceramic yield of 63 wt% with the product consisting of predominantly of amor-
phous SisNy (77 wt%) and free carbon (18 wt%). These results indicate that the
structure of the repeating unit in the preceramic polymer may have a significant
influence on the composition and microstructure of the ceramic product.

Attempts have been made to improve the Si;N, content and reduce the
amount of carbon in the ceramic product through modification of the precursor
chemistry. They include the synthesis of precursors based on hydridopolysilazane
(71) and poly(methysiladiazane) (72).

Boron Nitride and Boron Carbide

While several routes exist for the preparation of polymer precursors to BN and
B4C (58-61,73), their usefulness is not clear. However, the reaction between

R H H R N /H lil
\Si/ lll R Si N R
/ N / N |
—N s|1—1~|~l Sll_
-—S|i N—=5i1 N—
| \ / S v
R N Si R ITI /Sl\
VAN
Ill H R H R
(R=CH1}

FiGURE1.13 Example of the linkage of 8-membered rings via Si,N, bridges in a polysi-
lazane.
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H3;B—-S(CH3), and the silazane product (CH3;HSiNH),, formed in the first step of
Eq. (1.10) produces borasilazane polymers (molecular weight ~800) that are
useful precursors to boron-containing ceramics (74). The polymers are soluble
in many common organic solvents and can be processed into fibers. On pyrolysis
in argon at 1000°C, polymers (formed with a Si/B reactant ratio of ~2) give a
high yield (~90 wt%) of an amorphous ‘‘boron silicon carbon nitride’’ ceramic
with a composition of B ¢Si; oC; 7N, 5. Pyrolysis in NH3 at 1000°C gives a amor-
phous ‘‘boron silicon nitride’” ceramic with the composition BSi3;N5 with a yield
of ~75 wt%. For B4C/BN ceramics, high yield synthesis has been reported from
polymer precursors synthesized by the reaction of decaborane (BoH;4) with a
diamine (e.g., HLNCH,CH,NH,) in an organic solvent (75).

The polymer pyrolysis route has key advantages such as ease of processing
into the desired shape and relatively low conversion temperature to nonoxide
ceramics. However, the pyrolysis step is accompanied by a large volume change.
As an example, the pyrolysis of a polymer (density ~1 g/cm?) to give a ceramic
yield of 75 wt% consisting of SiC or Si3N, (density ~3.2 g/cm?) is accompanied
by a decrease in volume of ~75%. As outlined for the sol-gel process, such
large volume changes make the fabrication of monolithic ceramics very difficult.
The preceramic polymers have been investigated for use as binders in the process-
ing of nonoxide ceramic powders (76—78), but they are very expensive and lead
to a significant increase in the fabrication costs. The polymer pyrolysis route
finds its most important use in the production of thin objects, in particular fibers
and, to a more limited extent, coatings (79).

1.2.3 Fabrication from Powders

This route involves the production of the desired body from an assemblage of
finely divided solids (i.e., powders) by the action of heat. It gives rise to the two
most widely used methods for the fabrication of ceramics: (1) melting followed
by casting (or forming) into shape, referred to simply as melt casting, and (2)
firing of compacted powders. These two fabrication routes have their origins in
the earliest civilizations.

1.2.3.1 Melt Casting

In its simplest form, this method involves melting a batch of raw materials (com-
monly in the form of powders), followed by forming into shape by one of several
methods, including casting, rolling, pressing, blowing, and spinning. For ceramics
that crystallize relatively easily, solidification of the melt is accompanied by rapid
nucleation and growth of crystals (i.e., grains). Uncontrolled grain growth is
generally a severe problem that leads to the production of ceramics with undesira-
ble properties (e.g., low strength). Another problem is that many ceramics either
have high melting points (e.g., ZrO, with a melting point of ~2600°C) or decom-
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pose prior to melting (e.g., SizNy), so that obtaining a melt is rather difficult. The
melt casting method is therefore limited to the fabrication of glasses. There are
excellent texts covering the science and technology of glass manufacture by con-
ventional melt casting routes (80—82) and by more specialized methods (83).

An important variation of glass processing is the glass ceramic route (84).
Here, the raw materials are first melted and formed into shape in the glassy state
by the conventional glass fabrication methods outlined above. The glass is then
crystallized using a heat treatment consisting of two main steps: a lower tempera-
ture hold to induce nucleation of crystals followed by one or more higher tempera-
ture holds to promote growth of the crystals throughout the glass. Glass ceramics
are by definition =50% crystalline by volume and most are >90% crystalline.
Other types of glass-based materials (e.g., opals and ruby glasses) that contain
low levels of crystallinity are generally classified as glasses. The glass ceramic
route has the advantage of economical fabrication by the conventional glass manu-
facturing methods. Furthermore, the composite structure, consisting of small crys-
tals (~0.1-10 wm) held together in a glassy matrix, provides glass ceramics
with improved properties when compared to the original glass. Generally, glass
ceramics have higher strength, chemical durability, and electrical resistance and
can be made with very low thermal expansion coefficients, giving excellent ther-
mal shock resistance (85). The highest volume applications are cookware and
tableware, architectural cladding, stove tops, and stove windows.

The potential range of glass ceramic compositions is fairly broad because
the method depends only on the ability to form a glass and to control its crystalliza-
tion. However, almost all glass ceramics developed so far are based on silicate
glass compositions. They include

1. Simple silicates, e.g., compositions based on the Li,O—SiO, system
Fluorosilicates

3. Aluminosilicates, e.g., compositions based on Li,O-Al,0;—-SiO,
(LAS) and MgO—-Al,053-Si0, (MAS) systems

The most important glass ceramics in the LAS and MAS systems are compositions
based on cordierite, 3 spodumene, and the structural derivatives of high quartz
(B quartz). A typical commercial cordierite glass ceramic (Corning Code 9606)
has the composition (in wt%): SiO, (56.0), ALLO5; (19.7), MgO (14.7), TiO,
(9.0), CaO (0.11), and As,0O3 (0.5). Compared to the stoichiometric cordierite
composition (2Mg0O.2A1,03.5Si0,), this commercial composition has an excess
of SiO, and utilizes 9 wt% TiO, for the nucleation of crystals. The phases pro-
duced by heat treatment above ~1200°C are cordierite, magnesium aluminum
titanate, and cristobalite. The microstructure of a cordierite glass ceramic (Corning
Code 9606) is shown in Fig. 1.14. The predominant phase with rounded grains is
cordierite; the angular, needle-shaped crystals are magnesium aluminum titanate.
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FiGURE 1.14 The microstructure of a commercial cordierite glass ceramic (Corning
Code 9606). The predominant phase with somewhat rounded grains is cordierite and the
angular, needle-shaped crystals are magnesium aluminum titanate. (From Ref. 85.)

1.2.3.2 Firing of Compacted Powders

Although in principle this route can be used for the production of both glasses
and polycrystalline ceramics, in practice it is hardly ever used for glasses because
of the availability of more economical fabrication methods (e.g., melt casting).
It is, however, by far the most widely used method for the production of polycrys-
talline ceramics. The various processing steps are shown in Fig. 1.15. In its
simplest form, this method involves the consolidation of a mass of fine particles
(i.e., a powder) to form a porous, shaped powder (referred to as a green body or
powder compact), which is then fired (i.e., heated) to produce a dense product.
Because of its importance and widespread use, the fabrication of polycrystalline
ceramics from powders will form the main focus of this book. In the next section,
we provide an overview of the fabrication of polycrystalline ceramics from pow-
ders which will form the basis for the more detailed considerations in subsequent
chapters.

1.3 PRODUCTION OF POLYCRYSTALLINE
CERAMICS FROM POWDERS: AN OVERVIEW

In the flow chart shown in Fig. 1.15 for the fabrication of ceramics from powders,
we can divide the processing steps into two parts: processes prior to the firing
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mixing {e.q., with binder or additivez)

consolidation

debinding (binder burnout)

v

Shaped Powder Form
{green body)

firing

v

Dense Polycrystalline
Product

(e.9., die pressing, slip casting,
plagtic forming or injeclion malding

FIGURE 1.15 Basic flow chart for the production of polycrystalline ceramics by firing
of consolidated powders.

of the green body and those that occur during firing. Until recently, most emphasis
was placed on the processes that occur during firing, and the understanding gained
from these studies is considerable. However, the increased attention given recently
to powder synthesis and forming methods has yielded clear benefits. The most
useful approach (and the one adopted in this book) requires that close attention be
paid to each processing step in the fabrication route if the very specific properties
required of many ceramics are to be achieved. Each step has the potential for
producing undesirable microstructural flaws in the body that can limit its proper-
ties and reliability. The important issues in each step and how these influence or
are influenced by the other steps are outlined in the following sections.

1.3.1 Powder Synthesis and Powder
Characterization

In most cases, the fabrication process starts from a mass of powder obtained from
commercial sources. Nevertheless, knowledge of powder synthesis methods is
very important. Equally important are methods that can be used to determine the
physical, chemical, and surface characteristics of the powder. The characteristics
of the powder depend strongly on the method used to synthesize it, and these,
in turn, influence the subsequent processing of the ceramic. The powder character-
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istics of greatest interest are the size, size distribution, shape, degree of agglomera-
tion, chemical composition, and purity.

Many methods are available for the synthesis of ceramic powders. These
range from mechanical methods involving predominantly grinding or milling for
the reduction in size of a coarse, granular material (referred to as comminution)
to chemical methods involving chemical reactions under carefully controlled con-
ditions. Some of the chemical methods, while often more expensive than the
mechanical methods, offer unprecedented control of the powder characteristics.
Figure 1.16 shows an example of a chemically synthesized powder consisting of
spherical particles of approximately the same size (86).

One of the more troublesome issues in the production of ceramics is the
effect of minor variations in the chemical composition and purity of the powder
on processing and properties. These variations, produced by insufficient control
of the synthesis procedure or introduced during subsequent handling, often go
unrecorded or undetected. However, their effects on the microstructure and prop-
erties of the fabricated material can often be quite profound. For ceramics that
must satisfy very demanding property requirements, one of the major advances
made in the last 20 years has been the attention paid to powder quality. This has
resulted in greater use of chemical methods for powder synthesis coupled with
careful handling during subsequent processing.

A continuing trend is towards the preparation of fine powders. In principle,
the enhanced activity of fine powders is beneficial for the attainment of high-
density bodies at lower firing temperatures (87). A major problem, however, is
that the benefits of fine powders are normally realized only when extreme care
is taken in their handling and subsequent consolidation. Generally, as the size

( - -
FiGURE 1.16 An example of a submicrometer TiO, powder prepared by controlled
chemical precipitation from a solution. (From Ref. 86.)
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decreases below ~1 pm, the particles exhibit a greater tendency to interact,
giving rise to the formation of agglomerates. One consequence of the presence
of agglomerates is that the packing of the consolidated powder can be quite
nonuniform. The overall effect is that, during the firing stage, little benefit is
achieved over a coarse powder with a particle size corresponding to the agglomer-
ate size of the fine powder. The use of fine powders therefore requires proper
control of the handling and consolidation procedures in order to minimize the
deleterious effects due to the presence of agglomerates. Such procedures may be
quite demanding and expensive.

Along with the trend toward cleaner powders has been the growing use of
analytical techniques for the characterization of the surface chemistry of the pow-
ders. These techniques include transmission electron microscopy (TEM), second-
ary ion mass spectroscopy (SIMS), Auger electron spectroscopy (AES), and x-
ray photoelectron spectroscopy (XPS), also referred to as electron spectroscopy
for chemical analysis (ESCA). The spectroscopic techniques have the capability
for detecting constituents (atoms, ions, or molecules) down to the parts per million
range.

1.3.2 Powder Consolidation

The consolidation of ceramic powders to produce a green body is commonly
referred to as forming. The main forming methods include (1) dry or semidry
pressing of the powder (e.g., in a die), (2) mixing of the powder with water or
organic polymers to produce a plastic mass that is shaped by pressing or deforma-
tion (referred to as plastic forming), and (3) casting from a concentrated suspen-
sion or slurry (e.g., slip casting and tape casting). These methods have been in
use for a long time and most have originated in the traditional ceramics industry
for the manufacture of clay-based materials.

Perhaps the greatest advance made in the last 20 years has been the realiza-
tion of the importance of the green body microstructure on the subsequent firing
stage. If severe variations in packing density occur in the green body, then under
conventional firing conditions, the fabricated body will usually have a heterogene-
ous microstructure that limits the engineering properties and reliability. This reali-
zation has led to the increasing use of colloidal techniques for the consolidation
of powders from a suspension (88). This approach can be regarded essentially
as a refinement of the slip casting technique used for many years in the traditional
ceramics industry. The colloidal approach starts from powders with controlled
characteristics which have been prepared by chemical methods or by fractionation
of a commercial powder. The powders are dispersed in a liquid (normally water)
and stabilized to prevent agglomeration through the use of electrolytes or poly-
mers that are dissolved in the liquid. The suspension is then made to settle by
itself, by filtration, or by centrifuging. The deposit forms the green body for
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subsequent firing. Figure 1.17 shows an example of the uniform arrangement
formed from almost spherical, nearly monosized particles (89). Whereas their
benefits have been demonstrated, colloidal methods have not made inroads into
many industrial applications where mass production is desired and fabrication
cost is a serious consideration.

1.3.3 The Firing Process

In this stage of the fabrication route, the green body is heated to produce the
desired microstructure. The changes occurring during this stage may be fairly
complex, depending on the complexity of the starting materials. In the ceramics
literature, two terms have been used to refer to the heating stage: firing and
sintering. Generally, the term firing has been used when the processes occurring
during the heating stage are fairly complex, as in many traditional ceramics pro-
duced from clay-based materials. In less complex cases, the term sinfering has
been used. We will distinguish between firing and sintering when this is conven-
ient; however, we do not wish to attach much importance to this distinction.
The less complex nature of sintering allows it to be analyzed theoretically in
terms of idealized models. The theoretical analyses combined with experimental

FiGURE1.17 Uniformly packed submicrometer TiO, powder produced by consolidation
from a stable suspension. (From Ref. §89.)
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investigations during the last 50 years have provided a considerable understanding
of sintering. The simplest case is that for a pure, single-phase material (e.g.,
Al,O3). The system is heated to a temperature that is in the range of 0.5-0.75
of the melting temperature. (For Al,O3 with a melting temperature of 2073°C,
the sintering temperature is commonly 1400—1650°C.) The powder does not melt;
instead, the joining together of the particles and the reduction in the porosity (i.e.,
densification) of the body, as required in the fabrication process, occurs by atomic
diffusion in the solid state. This type of sintering is usually referred to as solid-
state sintering. While solid state sintering is the simplest case of sintering, the
processes occurring and their interaction can be fairly complex.

The driving force for sintering is the reduction in surface free energy of
the consolidated mass of particles. This reduction in energy can be accomplished
by atom diffusion processes that lead to either densification of the body (by
transport matter from inside the grains into the pores) or coarsening of the micro-
structure (by rearrangement of matter between different parts of the pore surfaces
without actually leading to a decrease in the pore volume). The diffusion paths
for densification and coarsening are shown in Fig. 1.18 for an idealized situation
of two spherical particles in contact (90). From the point of view of achieving
high densities during sintering, a major problem is that the coarsening process
reduces the driving force for densification. This interaction is sometimes ex-
pressed by the statement that sintering involves a competition between densifica-
tion and coarsening. The domination of densifying diffusion processes will favor
the production of a dense body (Fig. 1.19a). When coarsening processes dominate,
the production of a highly porous body will be favored (Fig. 1.19b).

The effects of key material and processing parameters such as temperature,
particle (or grain) size, applied pressure, and gaseous atmosphere on the densifica-
tion and coarsening processes are well understood. The rates of these processes
are enhanced by higher sintering temperature and by fine particle size. Densifica-
tion is further enhanced by the application of an external pressure. A key issue that
has received increasing attention in recent years is the effect of microstructural
inhomogeneities present in the green body (e.g., density, grain size, and composi-
tional variations). It is now well recognized that inhomogeneities can seriously
hinder the ability to achieve high density and to adequately control the fabricated
microstructure. As outlined earlier, a consequence of this realization has been
the increased attention paid to powder quality and to powder consolidation by
colloidal methods.

A common difficulty in solid-state sintering is that coarsening may domi-
nate the densification process, with the result that high densities are difficult to
achieve. This difficulty is especially common in highly covalent ceramics (e.g.,
Si3N4 and SiC). One solution is the use of an additive that forms a small amount
of liquid-phase between the grains at the sintering temperature. This method is
referred to as liquid-phase sintering. The liquid phase provides a high diffusivity
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FiGURE 1.18 Schematic indication of the distinction between densifying and nondensi-
fying microstructural changes resulting from atom transport during the firing of ceramic
powders.

path for transport of matter into the pores to produce densification but is insuffi-
cient, by itself, to fill up the porosity. A classic example of liquid-phase sintering
in ceramics is the addition of 5—10 wt% of MgO to Si3N, (Fig. 1.20). The presence
of the liquid phase adds a further complexity to the sintering process, but the
benefits can be significant, as demonstrated by the widesread use of liquid phase
sintering in industry. Another solution to the difficulty of inadequate densification
is the application of an external pressure to the body during heating in either case
of solid-state or liquid-phase sintering. This method is referred to as pressure
sintering of which hot pressing and hot isostatic pressing are well-known exam-
ples. The applied pressure has the effect of increasing the driving force for densifi-
cation without significantly affecting the rate of coarsening. However, a common
drawback of pressure sintering is the increase in the fabrication costs.

A further type of sintering is viscous sintering. In this case, a viscous glass
or liquid present at the sintering temperature flows under the action of the capillary
forces of the pores to fill up the porosity of the body. A relatively simple example
of viscous sintering is that of a porous glass body (e.g., consolidated glass parti-
cles). A more complex example is the fabrication of clay-based ceramics (e.g.,
porcelain) from a mixture of naturally occurring raw materials. Chemical reaction,
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FiGURE 1.19 (a) The surface of an alumina ceramic from which all porosity has been
removed during the firing of the powder; the microstructure consists of the cystalline
grains and the boundaries (interfaces) between them. (b) The sintering of silicon results
in the formation of a continuous network of solid material (white) and porosity (black);
this microstructural change in not accompanied by any shrinkage. (From Ref. 90.)

liquid formation, and viscous flow of the liquid into the pores lead to a dense
body that on cooling consists of a microstructure of crystalline grains and glassy
phases. This rather complex case of viscous sintering in clay-based materials is
referred to as vitrification.

1.3.4 Ceramic Microstructures

As outlined earlier, the microstructure of the fabricated article is significantly
dependent on the processing methods. The examination of the microstructure
may therefore serve as a test of successful processing. Equally important, micro-
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FiGURE 1.20 Microstructure produced by liquid-phase sintering, under an applied pres-
sure, of SisN, with MgO additive. A continuous glassy phase, ~0.8 nm thick, separates
the crystalline grains. (Courtesy of D. R. Clarke.)

structural observations may lead to inferences about the way in which the process-
ing methods must be modified or changed to give the desired characteristics. As
we have seen from the previous section, ceramic microstructures cover a wide
range. For solid-state sintering in which all the porosity is successfully removed,
a microstructure consisting of crystalline grains separated from one another by
grain boundaries is obtained (Fig. 1.19a). However, most ceramics produced by
solid-state sintering contain some residual porosity (Fig. 1.21). The use of liquid-
phase sintering leads to the formation of an additional phase at the grain bounda-
ries. Depending on the nature and amount of liquid, the grain boundary phase
may be continuous, thereby separating each grain from the neighboring grains
(Fig. 1.20), or may be discontinuous, e.g., at the corners of the grains.

Generally, the advanced ceramics that must meet exacting property require-
ments tend to have relatively simple microstructures. A good reason for this is
that the microstructure is more amenable to control when the system is less
complex. Even so, as outlined earlier, the attainment of these relatively simple
microstructures in advanced ceramics can be a difficult task. For the traditional
clay-based ceramics, for which the properties achieved are often less critical than
the cost or shape of the fabricated article, the microstructures can be fairly com-
plex, as shown in Fig. 1.22 for a ceramic used for sanitaryware (16).
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FiGURE 1.21 Incomplete removal of the porosity during solid-state sintering of CeO,
results in a microstructure consisting of grains, grain boundaries, and pores.

Ceramic composites are a class of materials that have undergone rapid
development in recent years because of their promising properties for structural
applications at high temperatures (e.g., heat engines). A reinforcing phase (e.g.,
SiC fibers) is deliberately added to the ceramic (e.g., Al,O3) to make it mechani-
cally tougher (i.e., reduce its brittleness). For these materials, the complexity of
the microstructure is controlled by having an ordered distribution of the reinforc-
ing phase in the ceramic matrix (see Fig. 1.6).

We discussed earlier the strong consequences of insufficient attention to
the quality of the powder and to the consolidation of the powder in the production
of the green body. Microstructural flaws that limit the properties of the fabricated
body normally originate in these stages of processing. Large voids and foreign
objects such as dust or milling debris are fairly common. The control of the
powder quality such as the particle size distribution, the shape, and the composi-
tion, including minor constituents, has a major influence on the development of
the microstructure. Impurities can lead to the presence of a small amount of
liquid phase at the sintering temperature, which causes selected growth of large
individual grains (Fig. 1.23). In such a case, the achievement of a fine uniform
grain size would be impossible. The uniformity of the packing in the consolidated
material is also very important. In general, any nonuniformity in the green body
is exaggerated in the sintering process, leading to the development of cracklike
voids or large pores between relatively dense regions (Fig. 1.24).

Assuming proper precautions were taken in the processing steps prior to
firing, further microstructural manipulation must be performed during sintering.
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FIGURE 1.22 A commercial sanitaryware body produced by firing a mixture of clay,
feldspar and quartz, showing a fairly complex microstructure containing some residual
feldspar (F), porosity (P), and quartz (Q). (From Ref. 91.)

Unless high porosity is a deliberate requirement, we normally wish to achieve
as high a density, as small a grain size, and as uniform a microstructure as possible.
Insufficient control of the sintering conditions (e.g., sintering temperature, time
at sintering temperature, rate of heating, and sintering atmosphere) can lead to
defects and the augmentation of coarsening, which make attainment of the desired
microstructure impossible. The sintering of many materials (e.g., SizNy, lead-
based ferroelectric ceramics, and 3-alumina) require control of the atmosphere
in order to prevent decomposition or volatilization.

Most ceramics are not single-phase solids. For a material consisting of two
solid phases, our general requirement is for a uniform distribution of one phase
in a uniformly packed matrix of the other phase. Close attention must be paid to
the processing steps prior to firing (e.g., during the mixing and consolidation
stages) if this requirement is to be achieved in the fabricated body. The conse-
quences of nonuniform mixing for the microstructure control of an Al,O; powder
containing fine ZrO, particles are illustrated in Fig. 1.25. As in the case for single-
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FiGURE 1.23 Large grained region of microstructural heterogeneity resulting from an
impurity in hot pressed Al,Os. (Courtesy of B. J. Dalgleish.)

FiGURE 1.24 Cracklike void produced by a ZrO, agglomerate shrinking away from the
surrounding Al,O3/ZrO, matrix during firing. (Courtesy of F. F. Lange.)
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N % 8

FiGURE 1.25 The nonuniform distribution of fine ZrO, particles (light phase) in Al,O5
(dark phase) is seen to result in a region of uncontrolled grain growth during firing.
(Courtesy of F. F. Lange.)

phase ceramics, we must also pay close attention to the firing stage. An additional
effect now is the possibility of chemical reactions between the phases. As outlined
earlier, Al,0O5 can be made mechanically tougher (i.e., less brittle) by the incorpo-
ration of SiC fibers. However, oxidation of the SiC fibers leads to the formation
of an SiO, layer on the fiber surfaces. The SiO, can then react with the Al,O5
to form aluminosilicates with a consequent deterioration of the fibers. Prolonged
exposure of the system to oxygen will eventually lead to the disappearance of
the fibers. A primary aim therefore would be the control of the atmosphere during
densification in order to prevent oxidation.

In summary, although sufficient attention must be paid to the firing stage,
defects produced in the processing steps prior to firing cannot normally be reduced
or eliminated. In most cases, these defects are enhanced during the firing stage.
In general, properties are controlled by the microstructure (e.g., density and grain
size), but the defects in the fabricated body have a profound effect on those
properties that depend on failure of the material (e.g., mechanical strength, dielec-
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FiGURE 1.26 Crack nucleation at a large grained heterogeneity during deformation of
a hot-pressed Al,O3 body. (Courtesy of B. J. Dalgleish.)

tric strength, and thermal shock resistance). Failure events are almost always
initiated at regions of physical or chemical heterogeneity. An example is shown
in Fig. 1.26 where mechanical failure originates at a large-grained heterogeneity
(92).

1.4 A CASE STUDY IN PROCESSING: THE
FABRICATION OF TiO, FROM POWDERS

Earlier, we outlined the potential benefits that may accrue from careful control
of the powder quality and the powder consolidation method. To further illustrate
these benefits, we consider the case of TiO,. One fabrication route for the produc-
tion of TiO, bodies, referred to as the conventional route (93), is summarized in
the flow diagram of Fig. 1.27a. Typically, TiO, powder available from commer-
cial sources is mixed with small amounts of additives (e.g., Nb,Os and BaCO;)
that aid the sintering process and is calcined for 10-20 h at ~900°C in order to
incorporate the additives into solid solution with the TiO,. The calcined material
is mixed with a small amount of binder (to aid the powder compaction process)
and milled in a ball mill to break down agglomerates present in the material. The
milled powder, in the form of a slurry, is sprayed into a drying apparatus (available
commercially and referred to as a spray dryer). The spray drying process serves
to produce a dried powder in the form of spherically shaped agglomerates. After
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compaction, the powder is sintered for 10 h at ~1400°C to produce a body with
a density of ~93% of the theoretical density of TiO,.

In the fabrication route used by Barringer and Bowen (89), powders with
controlled characteristics are prepared and consolidated, by colloidal methods,
into uniformly packed green bodies (e.g., similar to that shown in Fig. 1.17). An
abbreviated flow diagram of the fabrication route is shown in Fig. 1.27b. Powders
are prepared by controlled hydrolysis of titanium tetraisopropoxide (denoted pow-
der I) or titanium tetraethoxide (powder II). The powder particles are nearly
spherical and almost monosized. After washing, each powder is dispersed in
a basic aqueous solution to produce a stable suspension. Consolidation of the
suspension is accomplished by gravitational or centrifugal settling. The consoli-
dated body is dried in a vacuum and sintered for ~90 min at 800°C (for powder

Titania Powder
{cormmercial}

Dry mix wilh additives, e.g., niobium
oxide and barum carbonale

calcing {900 <C; 10-20 b}

Ball mill with binder {16 h)

spray dry

die pressing

;

Shaped Powder Form
(green body}

firing (1400 «C; 10 h)

Dense Product

(a)

Titanium Isopropoxide (1)
ar
Titanium Ethoxide (11)

l

dissolve in appropriate alcohal;
hydralysis with wakerfalcchol sclution

v

Precipitation of “Monodisperse”
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'
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FIGURE 1.27 Flow chart for the production of TiO, by (a) a conventional powder route
and (b) the powder route used by Barringer and Bowen (89).
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TABLE 1.5 Processing Data for the Production of Titanium Dioxide by a Conventional
Route (93) and by the Method of Barringer and Bowen (89)

Process parameter Conventional Barringer and Bowen
Powder particle size (pum) 1 0.1 (I)
0.4 (I1)

Sintering temperature (°C) 1400 800 (D

1050 (1)
Sintering time (h) 10 1.5
Final relative density (%) 93 >99
Final grain size (um) 50-100 0.15 (D)

1.2 (I)

I) or 1050°C (for powder II) to produce bodies with a density greater than 99%
of the theoretical.

Table 1.5 gives a summary of the main results of the two fabrication meth-
ods described above. It is easily recognized that the benefits achieved by the
fabrication route of Barringer and Bowen are very extraordinary. These include
a substantial reduction in sintering temperature (by 350-600°C) and sintering
time, a higher final density, and a much smaller grain size. Furthermore since
no milling, binder, or sintering aids are required, the purity of the fabricated
bodies can be expected to be higher than for the conventional route.

In summary, the experiments of Barringer and Bowen demonstrate clearly
that substantial benefits can be achieved in sintering and microstructure control
when the powder quality is carefully controlled and the powder packing is homo-
geneous, i.e., when careful attention is paid to the processing steps that precede
firing. However, this fabrication route is not currently used in many industrial
applications where mass production and low cost are important considerations.

1.5 CONCLUDING REMARKS

In this chapter we have examined, in general terms, the common methods for
the fabrication of ceramics. By far the most widely used method for the production
of polycrystalline ceramics is the sintering of consolidated powders. Solution-
based methods (e.g., sol—gel processing) are attracting significant research interest
and their use is expected to grow substantially in the future. Although the powder
processing route has its origins in early civilization, its use in the production of
advanced ceramics with the desired microstructure can involve severe difficulties.
Each processing step has the potential for producing microstructural flaws in the
fabricated body, thereby causing a deterioration in properties. Careful attention
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must therefore be paid to each processing step in order to minimize the microstruc-
tural flaws. Finally, we considered the fabrication of titania and showed the enor-
mous benefits that can be achieved by careful attention to the processing.

PROBLEMS

1.1

1.2

1.3

14

1.5

1.6
1.7

Silicon powder is compacted to a density of 60% of the theoretical value and
heated in N, to form reaction bonded silicon nitride (RBSN). If the reaction goes
to completion and there is no change in the external dimensions of the compact,
determine the porosity of the RBSN.

Consider the formation of Al,03/ZrO, composites by the reaction bonded aluminum
oxide (RBAO) process. An attrition-milled mixture of 45 vol% Al, 35 vol% Al,Os,
and 20 vol% ZrO, (monoclinic phase) is compacted to a green density of 65% of
the theoretical value (35% porosity) and heated slowly to oxidize the Al prior to
sintering. If the volume fraction of Al oxidized during the milling step is zero,
determine the porosity of the compact after the oxidation step, assuming that the
Al is completely oxidized. If the compact reaches full density during the sintering
step, determine the linear shrinkage of the body. State any assumptions that you
make.

Repeat the calculations for the case when 10 vol% of the Al is oxidized during
the milling step, assuming that the green density is the same.

One approach to the formation of mullite by the RBAO process uses a starting
mixture of Al and SiC powders. After attrition milling, the mixture is compacted
to form a green body with a relative density of p,. Oxidation of the green body
leads to the formation of a mixture of Al,O5 and SiO,, which is converted to mullite
at higher temperatures. If the relative density of the final mullite body is p, derive
a condition for zero shrinkage of the compact in terms of p,, p, and the volume
fractions of Al and SiC in the starting powder mixture (V; and Vg;c, respectively).
Assume that the volume fraction of the starting powders oxidized during the attrition
milling step is zero.

Show the condition for zero shrinkage on a graph using axes corresponding
to the final density and the green density.

Repeat the exercise in Prob. 1.3 for the case when the starting mixture consists of
Si and Al,O3 powders.

Compare the production of dense BaTiO; tapes by the following two methods:

a. The oxidation of dense sheets of a solid metallic precursor consisting of Ba
and Ti (See Ref. 94).

b. Tape casting of BaTiO; powder slurries (see Chapter 6).

Derive Eq. (1.5) for the height of a cylindrical pore infiltrated by a liquid.

Determine the linear and volume shrinkages that occur during the drying and sin-

tering of a gel containing 5 vol% solids if the dried gel and the sintered gel have

a solids content (relative density) of 50% and 100%, respectively. Compare the

calculated values with the approximate values given in Fig. 1.11.
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Assuming that a polycarbosilane consists of equal numbers of the two structural
components given in Eq. (1.9), which on pyrolysis give SiC, estimate the ceramic
yield (in wt%) on pyrolysis.

Taking 1 cm?® of a polycarbosilane with a density of ~1.2 g/cm?, estimate the

volume of SiC formed on pyrolysis if the ceramic yield is 60 wt%.

1.10 Discuss the key factors involved with using preceramic polymers for the following
applications:
a. Production of high-strength ceramic fibers.
b. A binder in ceramic green bodies.
c. The formation of a fine reinforcing phase in ceramic composites.
d. The production of ceramic thin films.
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2

Svynthesis of Powders

2.1 INTRODUCTION

As outlined in Chapter 1, the characteristics of the powder have a remarkable
effect on subsequent processing, such as consolidation of the powder into a green
body and firing to produce the desired microstructure. As a result, powder synthe-
sis is very important to the overall fabrication of ceramics. In this chapter we
shall first define, in general terms, the desirable characteristics that a powder
should possess for the production of successful ceramics and then consider some
of the main methods used for the synthesis of ceramic powders. In practice, the
choice of a powder preparation method will depend on the production cost and
the capability of the method for achieving a certain set of desired characteristics.
For convenience, we shall divide the powder synthesis methods into two categor-
ies: mechanical methods and chemical methods. Powder synthesis by chemical
methods is an area of ceramic processing that has received a high degree of
interest and has undergone considerable changes in the last 25 years. Further new
developments in this area are expected in the future.

2.2 DESIRABLE POWDER CHARACTERISTICS

Traditional ceramics generally must meet less specific property requirements
than advanced ceramics. They can be chemically inhomogeneous and can have
complex microstructures. Unlike the case of advanced ceramics, chemical reac-
tion during firing is often a requirement. The starting materials for traditional
ceramics therefore consist of mixtures of powders with a chosen reactivity. For
example, the starting powders for an insulating porcelain can, typically, be a
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mixture of clay (~50 wt%), feldspar (~25 wt%), and silica (~25 wt%). Fine
particle size is desirable for good chemical reactivity. The powders must also be
chosen to give a reasonably high packing density that serves to limit the shrinkage
and distortion of the body during firing. Clays form the major constituent and
therefore provide the fine particle size constituent in the starting mixture for most
traditional ceramics. Generally, low cost powder preparation methods are used
for traditional ceramics.

Advanced ceramics must meet very specific property requirements and
therefore their chemical composition and microstructure must be well controlled.
Careful attention must be paid to the quality of the starting powders. For advanced
ceramics, the important powder characteristics are the size, size distribution,
shape, state of agglomeration, chemical composition, and phase composition. The
structure and chemistry of the surface are also important.

The size, size distribution, shape, and state of agglomeration have an impor-
tant influence on both the powder consolidation step and the microstructure of
the fired body. A particle size greater than ~1 um generally precludes the use
of colloidal consolidation methods because the settling time of the particles is
fairly short. The most profound effect of the particle size, however, is on the
sintering. As we shall show later, the rate at which the body densifies increases
strongly with a decrease in particle size. Normally, if other factors do not cause
severe difficulties during firing, a particle size of less than ~1 wm allows the
achievement of high density within a reasonable time (e.g., a few hours).

Whereas a powder with a wide distribution of particle sizes (sometimes
referred to as a polydisperse powder) may lead to higher packing density in the
green body, this benefit is usually vastly outweighed by difficulties in microstruc-
tural control during sintering. A common problem is that the large grains coarsen
rapidly at the expense of the smaller grains, making the attainment of high density
with controlled grain size impossible. Homogeneous packing of a narrow size
distribution powder (i.e., a nearly monodisperse powder) generally allows greater
control of the microstructure. A spherical or equiaxial shape is beneficial for
controlling the uniformity of the packing.

Agglomerates lead to heterogeneous packing in the green body which, in
turn, leads to differential sintering during the firing stage. Differential sintering
occurs when different regions of the body shrink at different rates. This can lead
to serious problems such as the development of large pores and cracklike voids
in the fired body (see Fig. 1.24). Furthermore, the rate at which the body densifies
is roughly similar to that for a coarse-grained body with a particle size equivalent
to that of the agglomerates. An agglomerated powder therefore has serious limita-
tions for the fabrication of ceramics when high density coupled with a fine-
grained microstructure is desired. Agglomerates are classified into two types: soft
agglomerates in which the particles are held together by weak van der Waals
forces and hard agglomerates in which the particles are chemically bonded to-
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gether by strong bridges. The ideal situation is the avoidance of agglomeration
in the powder. However, in most cases this is not possible. In such cases, we
would then prefer to have soft agglomerates rather than hard agglomerates. Soft
agglomerates can be broken down relatively easily by mechanical methods (e.g.,
pressing or milling) or by dispersion in a liquid. Hard agglomerates cannot be
easily broken down and therefore must be avoided or removed from the powder.
Surface impurities may have a significant influence on the dispersion of
the powder in a liquid, but the most serious effects of variations in chemical
composition are encountered in the firing stage. Impurities may lead to the forma-
tion of a small amount of liquid phase at the sintering temperature, which causes
selected growth of large individual grains (Fig. 1.23). In such a case, the achieve-
ment of a fine uniform grain size would be impossible. Chemical reactions be-
tween incompletely reacted phases can also be a source of problems. We would
therefore like to have no chemical change in the powder during firing. For some
materials, polymorphic transformation between different crystalline structures
can also be a source of severe difficulties for microstructure control. Common
examples are ZrO,, for which cracking is a severe problem on cooling, and +y-
Al,O5, where the transformation to the o phase results in rapid grain growth and
a severe retardation in the densification rate. To summarize, the desirable powder
characteristics for the fabrication of advanced ceramics are listed in Table 2.1.

2.3 POWDER SYNTHESIS METHODS

A variety of methods exist for the synthesis of ceramic powders. In this book,
we divide them into two categories: mechanical methods and chemical methods.
Mechanical methods are generally used to prepare powders of traditional ceramics
from naturally occurring raw materials. Powder preparation by mechanical meth-
ods is a fairly mature area of ceramic processing in which the scope for new
developments is rather small. However, in recent years, the preparation of fine

TABLE 2.1 Desirable Powder Characteristics for Advanced Ceramics

Powder characteristic Desired property

Particle size Fine (< ~1 pwm)

Particle size distribution Narrow or monodisperse

Particle shape Spherical or equiaxial

State of agglomeration No agglomeration or soft agglomerates
Chemical composition High purity

Phase composition Single phase

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



52 Chapter 2

powders of some advanced ceramics by mechanical methods involving milling
at high speeds has received a fair amount of interest.

Chemical methods are generally used to prepare powders of advanced ce-
ramics from synthetic materials or from naturally occurring raw materials that
have undergone a considerable degree of chemical refinement. Some of the meth-
ods categorized as chemical involve a mechanical milling step as part of the
process. The milling step is usually necessary for the breakdown of agglomerates
and for the production of the desired physical characteristics of the powder such
as average particle size and particle size distribution. Powder preparation by
chemical methods is an area of ceramic processing that has seen several new
developments in the past 25 years and further new developments are expected
in the future. Table 2.2 provides a summary of the common powder preparation
methods for ceramics.

2.4 POWDER PREPARATION BY MECHANICAL
METHODS

2.4.1 Comminution

The process in which small particles are produced by reducing the size of larger
ones by mechanical forces is usually referred to as comminution. It involves
operations such as crushing, grinding, and milling. For traditional, clay-based
ceramics, machines such as jaw, gyratory, and cone crushers are used for coarse
size reduction of the mined raw material, to produce particles in the size range
of 0.1-1 mm. The equipment and the processes involved in the production of
these coarse particles are well described elsewhere (1-3). Here we will assume
that a stock of coarse particles (with sizes <1 mm) is available and consider the
processes applicable to the subsequent size reduction to produce a fine powder.
The most common way to achieve this size reduction is by milling. One or more
of a variety of mills may be used, including high-compression roller mills, jet
mills (also referred to as fluid energy mills), and ball mills (3,4). Ball mills are
categorized into various types depending on the method used to impart motion
to the balls (e.g., tumbling, vibration, and agitation).

For the following discussion, we define the energy utilization of the commi-
nution method as the ratio of the new surface area created to the total mechanical
energy supplied. The rate of grinding is defined as the amount of new surface
area created per unit mass of particles per unit time. Obviously, there is a connec-
tion between the two terms. A comminution method that has a high energy utiliza-
tion will also have a high rate of grinding, so that the achievement of a given
particle size will take a shorter time. For a given method, we will also want to
understand how the rate of grinding depends on the various experimental factors.
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TABLE 2.2 Common Powder Preparation Methods for Ceramics

Powder preparation

between solids

Liquid solutions
Precipitation or
coprecipitation;
solvent vaporization
(spray drying, spray
pyrolysis, freeze
drying); gel routes
(sol—gel, Pechini,
citrate gel, glycine
nitrate)
Nonaqueous liquid
reaction
Vapor-phase reaction
Gas—solid reaction

Gas-liquid reaction

Reaction between gases

inexpensive

High purity, small
particle size,
composition control,
chemical homogeneity

High purity, small
particle size

Commonly inexpensive
for large particle size

High purity, small
particle size

High purity, small
particle size,
inexpensive for oxides

method Advantages Disadvantages
Mechanical
Comminution Inexpensive, wide Limited purity, limited
applicability homogeneity, large
particle size
Mechanochemical Fine particle size, good Limited purity, limited
synthesis for nonoxides, low homogeneity
temperature route
Chemical
Solid-state reaction
Decomposition, reaction Simple apparatus, Agglomerated powder,

limited homogeneity
for multicomponent
powders

Expensive, poor for
nonoxides, powder
agglomeration
commonly a problem

Limited to nonoxides

Commonly low purity,
expensive for fine
powders

Expensive, limited
applicability

Expensive for nonoxides,
agglomeration
commonly a problem
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In the milling process, the particles experience mechanical stresses at their
contact points due to compression, impact, or shear with the mill medium or with
other particles. The mechanical stresses lead to elastic and inelastic deformation
and, if the stress exceeds the ultimate strength of the particle, to fracture of the
particles. The mechanical energy supplied to the particle is used not only to create
new surfaces but also to produce other physical changes in the particle (e.g.,
inelastic deformation, increase in temperature, and lattice rearrangements within
the particle). Changes in the chemical properties (especially the surface proper-
ties) can also occur, especially after prolonged milling or under very vigorous
milling conditions. Consequently, the energy utilization of the process can be
fairly low, ranging from <20% for milling produced by compression forces to
<5% for milling by impact. Figure 2.1 summarizes the stress mechanisms and
the range of particle sizes achieved with different types of mills for the production
of fine powders.

2.4.1.1 High-Compression Roller Mills

In the high-compression roller mill, the material is stressed between two rollers.
In principle, the process is similar to a conventional roller mill, but the contact
pressure is considerably higher (in the range of 100-300 MPa). The stock of
coarse particles is comminuted and compacted. This process must therefore be
used in conjunction with another milling process (e.g., ball milling) to produce

LY 1 o - 100
Farticle size {um}

FiGURE 2.1 Range of particle sizes reached with different types of mills. (From
Ref. 4.)
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a powder. Although the process is unsuitable for the production of particle sizes
below ~10 wm, it has two significant advantages. First, the energy utilization is
fairly good because the mechanical energy supplied to the rollers goes directly
into comminuting the particles. For the production of the same size of particles
from a stock of coarse particles, the use of a high-energy roller mill in conjunction
with a ball mill is more efficient than the use of a ball mill alone. A second
advantage is that since only a small amount of material makes contact with the
rolls, the wear can be fairly low (e.g., much lower than in ball milling).

2.4.1.2 Jet Mills

Jet mills are manufactured in a variety of designs. Generally, the operation con-
sists of the interaction of one or more streams of high-speed gas bearing the
stock of coarse particles with another high speed stream. Comminution occurs
by particle—particle collisions. In some designs, comminution is achieved by
collisions between the particles in the high speed stream and a wall (fixed or
movable) within the mill. The milled particles leave the mill in the emergent
fluid stream and are usually collected in a cyclone chamber outside the mill. The
gas for the high-speed stream is usually compressed air, but inert gases such as
nitrogen or argon may be used to reduce oxidation of certain nonoxide materials
(e.g., Si). The average particle size and the particle size distribution of the milled
powder depend on a number of factors, including the size, size distribution, hard-
ness and elasticity of the feed particles, the pressure at which the gas is injected,
the dimensions of the milling chamber, and the use of particle classification in
conjunction with the milling.

Multiple gas inlet nozzles are incorporated into some jet mill designs in
order to provide multiple collisions between the particles, thereby enhancing the
comminution process. In some cases the flow of the particles in the high-speed
gas stream can be utilized for their classification in the milling chamber. The
feed particles remain in the grinding zone until they are reduced to a sufficiently
fine size and then are removed from the milling chamber. An advantage of jet
mills is that when combined with a particle classification device, they provide a
rapid method for the production of a powder with a narrow size distribution for
particle sizes down to ~1 pm. A further advantage is that for some designs, the
particles do not come into contact with the surfaces of the milling chamber, so
contamination is not a problem.

2.4.1.3 Ball Mills

The high-compression roller mills and jet mills just described achieve comminu-
tion without the use of grinding media. For mills that incorporate grinding media
(balls or rods), comminution occurs by compression, impact, and shear (friction)
between the moving grinding media and the particles. Rod mills are not suitable
for the production of fine powders, whereas ball milling can be used to produce
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particle sizes from ~10 pwm to as low as a fraction of a micrometer. Ball milling
is suitable for wet or dry milling.

Ball milling is a fairly complex process that does not lend itself easily to
rigorous theoretical analysis. The rate of grinding depends on a number of factors,
including the mill parameters, the properties of the grinding media, and the proper-
ties of the particles to be ground (3). Generally, ball mills that run at low speeds
contain large balls because most of the mechanical energy supplied to the particle
is in the form of potential energy. Those mills that run at high speeds contain
small balls because, in this case, most of the energy supplied to the particle is
in the form of kinetic energy. For a given size of grinding medium, since the
mass is proportional to the density, the grinding medium should consist of materi-
als with as high a density as possible. In practice, the choice of the grinding
medium is usually limited by cost.

The size of the grinding medium is an important consideration. Small grind-
ing media are generally better than large ones. For a given volume, the number
of balls increases inversely as the cube of the radius. Assuming that the rate of
grinding depends on the number of contact points between the balls and the
powder and that the number of contact points, in turn, depends on the surface
area of the balls, then the rate of grinding will increase inversely as the radius
of the balls. However, the balls cannot be too small since they must impart
sufficient mechanical energy to the particles to cause fracture.

The rate of grinding also depends on the particle size. The rate decreases
with decreasing particle size and, as the particles become fairly fine (e.g., about
1 pm to a few micrometers), it becomes more and more difficult to achieve
further reduction in size. A practical grinding limit is approached (Fig. 2.2). This
limit depends on several factors. An important factor is the increased tendency
for the particles to agglomerate with decreasing particle size. A physical equilib-
rium is therefore set up between the agglomeration and comminution processes.
Another factor is the decreased probability for the occurrence of a comminution
event with decreasing particle size. Finally, the probability of a flaw with a given
size existing in the particle decreases with decreasing particle size, i.e., the particle
becomes stronger. The reduction of the limiting particle size may be achieved
by wet milling as opposed to dry milling (Fig. 2.2), by using a dispersing agent
during wet milling (Fig. 2.3), and by performing the milling in stages (3). For
staged milling, as the particles get finer, they are transferred to another compart-
ment of the mill or to another mill operating with smaller balls.

A disadvantage of ball milling is that wear of the grinding medium can be
fairly high. For advanced ceramics, as discussed before, the presence of impurities
in the powder is a serious concern. The best solution is to use balls with the same
composition as the powder itself. However, this is only possible in very few cases
and even for these, at fairly great expense. Another solution is to use a grinding
medium that is chemically inert at the firing temperature of the body (e.g., ZrO,
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balls) or can be removed from the powder by washing (e.g., steel balls). A com-
mon problem is the use of porcelain balls or low-purity Al,O; balls that wear
easily and introduce a fair amount of SiO, into the powder. Silicate liquids nor-
mally form at the firing temperature and make microstructural control very diffi-
cult. A list of grinding balls available commercially and the approximate density
of each is given in Table 2.3.

Tumbling ball mills, usually referred to simply as ball mills, consist of a
slowly rotating horizontal cylinder that is partly filled with grinding balls and
the particles to be ground. In addition to the factors discussed above, the speed
of rotation of the mill is an important variable since it influences the trajectory
of the balls and the mechanical energy supplied to the powder. Defining the
critical speed of rotation as the speed required to just take the balls to the apex
of revolution (i.e., to the top of the mill where the centrifugal force just balances
the force of gravity), we find that the critical speed (in revolutions per unit time)
is equal to (g/a)"?/(2), where a is the radius of the mill and g is the acceleration
due to gravity. In practice, ball mills are operated at ~75% of the critical speed
so that the balls do not reach the top of the mill (Fig. 2.4).

As we outlined earlier, the ball milling process does not lend itself easily
to rigorous theoretical analysis. We therefore have to be satisfied with empirical
relationships. One such empirical relationship is

d
Rate of milling ~ A" pT @2.1)

where A is numerical constant that is specific to the mill being used and the
powder being milled, a is the radius of the mill, p is the density of the balls, d

TABLE 2.3 Commercially Available Grinding Media

for Ball Milling
Grinding media Density (g/cm?)
Porcelain 23
Silicon nitride 3.1
Silicon carbide 3.1
Alumina
Lower than 95% purity 34-3.6
Greater than 99% purity 3.9
Zirconia
MgO stabilized 5.5
High purity Y,Oj stabilized 6.0
Steel 7.7
Tungsten carbide 14.5

270 Madison Avenue, New York, New York 10016
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FIGURE 2.4 Schematic of a ball mill in cataracting motion. (From Ref. 4.)

is the particle size of the powder, and r is the radius of the balls. According to
Eq. (2.1), the rate decreases with decreasing particle size; however, this holds up
to a certain point since, as discussed earlier, a practical grinding limit is reached
after a certain time. The variation of the rate of grinding with the radius of the
balls must also be taken with caution; the balls will not possess sufficient energy
to cause fracture of the particles if they are too small.

In the milling process, the objective is to have the balls fall onto the particles
at the bottom of the mill rather than onto the mill liner itself. For a mill operating
at ~75% of its critical speed, this occurs for dry milling for a quantity of balls
filling ~50% of the mill volume and for a charge of particles filling ~25% of
the mill volume. For wet milling, a useful guide is for the balls occupying ~50%
of the mill volume and the slurry ~40% of the mill volume with the solids content
of the slurry equal to ~25-40%.

Wet ball milling has an advantage over dry milling in that its energy utiliza-
tion is somewhat higher (by ~10-20%). A further advantage, as we have men-
tioned earlier, is the ability to produce a higher fraction of finer particles. Disad-
vantages of wet milling are the increased wear of the grinding media, the need
for drying of the powder after milling, and contamination of the powder by the
adsorbed vehicle.

Vibratory ball mills or vibro-mills consist of a drum, almost filled with a
well-packed arrangement of grinding media and the charge of particles, that is
vibrated fairly rapidly (10-20 Hz) in three dimensions. The grinding medium,
usually cylindrical in shape, occupies more than 90% of the mill volume. The
amplitude of the vibrations is controlled so as not to disrupt the well-packed
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arrangement of the grinding media. The three-dimensional motion helps in the
distribution of the charge of particles and, in the case of wet milling, to minimize
segregation of the particles in the slurry. The fairly rapid vibratory motion pro-
duces an impact energy that is much greater than the energy supplied to the
particles in a tumbling ball mill. Vibratory ball mills therefore provide a much
more rapid comminution process compared to the tumbling ball mills. They are
also more energy efficient than tumbling ball mills.

Agitated ball mills, also referred to as attrition mills or stirred media mills,
differ from tumbling ball mills in that the milling chamber does not rotate. Instead,
the stock of particles and the grinding medium are stirred rather vigorously with
a stirrer rotating continuously at frequencies of 1-10 Hz. The grinding chamber
is aligned either vertically or horizontally (Fig. 2.5) with the stirrer located at the
center of the chamber. The grinding media consist of small spheres (~0.2—-10
mm) that make up ~60-90% of the available volume of the mill. Although it
can be used for dry milling, most agitated ball milling is carried out with slurries.
Most agitated ball milling is also carried out continuously, with the slurry of
particles to be milled fed in at one end and the milled product removed at the
other end. For milling where the agitation is fairly intense, considerable heat is
produced, and a means of cooling the milling chamber is required.

Agitated ball mills have a distinct advantage over tumbling ball mills and
vibratory ball mills in that the energy utilization is significantly higher. They also
have the ability to handle a higher solids content in the slurry to be milled.
Furthermore, as we have discussed earlier, the use of fine grinding media im-
proves the rate of milling. The high efficiency of the process coupled with the
short duration required for milling means that contamination of the milled powder
is less serious than in the case for tumbling ball mills or vibratory ball mills.
Contamination in agitated ball milling can be further reduced by lining the mill

product input cool jacket

rotating
shaft

FIGURE 2.5 Schematic of an agitated ball mill. (From Ref. 4.)
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chamber with a ceramic material or a plastic and by using ceramic stirrers and
grinding media.

2.4.2 Mechanochemical Synthesis

In comminution, our interest lies mainly in achieving certain physical characteris-
tics, such as particle size and particle size distribution. However, the exploitation
of chemical changes during milling for the preparation of powders has received
some interest in recent years. Grinding enhances the chemical reactivity of pow-
ders. Rupture of the bonds during particle fracture results in surfaces with unsatis-
fied valences. This, combined with the high surface area favors reaction between
mixed particles or between the particles and their surroundings.

Powder preparation by high-energy ball milling of elemental mixtures is
referred to by various terms, including mechanochemical synthesis, mechano-
synthesis, mechanical driven synthesis, mechanical alloying, and high energy
milling. While no term has received widespread acceptance, we shall use the term
mechanochemical synthesis in this book. The method has attracted significant
interest in the last 20 years or so for the production of powders of metals and
alloys (6-8). While less attention has been paid to inorganic systems, the method
has been investigated for the preparation of a variety of powders, including oxides,
carbides, nitrides, borides, and silicides (9-12).

Mechanochemical synthesis can be carried out in small mills, such as the
Spex mill, for synthesizing a few grams of powder or in attrition mills for larger
quantities. In the Spex mill, a cylindrical vial containing the milling balls and
the charge of particles undergoes large amplitude vibrations in three dimensions
at a frequency of ~20 Hz. The charge occupies ~20% of the volume of the vial,
and the amount of milling media (in the form of balls 5-10 mm in diameter)
makes up 2—10 times the mass of the charge. The milling is normally carried
out for a few tens of hours for the set of conditions indicated here. The method
therefore involves high-intensity vibratory milling for very extended periods.

An advantage of mechanochemical synthesis is the ease of preparation of
powders that can otherwise be difficult to produce, such as those of the silicides
and carbides. For example, most metal carbides are formed by the reaction be-
tween metals or metal hydrides and carbon at high temperatures (in some cases
as high as 2000°C). Furthermore, some carbides and silicides have a narrow
compositional range that is difficult to produce by other methods. A disadvantage
is the incorporation of impurities from the mill and milling medium into the
powder.

The mechanism of mechanochemical synthesis is not clear. One possibility
is the occurrence of the reaction by a solid-state diffusion mechanism. Since
diffusion is thermally activated, this would require a significant lowering of the
activation energy, a considerable increase in the temperature existing in the mill,
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or some combination of the two. While considerable heating of the mill occurs,
the temperature is significantly lower than that required for a true solid-state
mechanism. A second possibility is that the reaction occurs by local melting
during the milling process. While melting of the particles may accompany highly
exothermic reactions, as outlined for the next mechanism, the evidence for com-
pound formation by local melting is unclear.

A third possibility is the occurrence of the reaction by a form of self-
propagating process at high temperature. In highly exothermic reactions, such as
the formation of molybdenum and titanium silicides from their elemental mix-
tures, the heat that is liberated is often sufficient to sustain the reaction (13,14).
However, for the reaction to first occur, a source of energy must be available to
raise the adiabatic temperature of the system to that required for it to become
self-sustaining. The surface energy of the very fine powders prior to extensive
reaction is quite enormous.

For example, the average particle sizes of the Mo and Si powders prior to
extensive formation of MoSi, have been reported as ~20 nm and ~10 nm,
respectively (13). The surface energy of the particles alone is estimated as 5—10%
of the heat of formation of MoSi, (131.9 kJ/mol at 298 K). This high surface
energy, coupled with the stored strain energy (predominantly in the Mo particles),
may provide such a source of energy for sustaining the reaction. A critical step
for the formation reaction in mechanochemical synthesis appears to be the genera-
tion of a fine enough particle size so that the available surface and strain energy
is sufficient to make the reaction self-sustaining.

Experimentally, the reaction for MoSi, and other silicides shows features
that are characteristic of a self-propagating process. As shown in Fig. 2.6, follow-
ing an induction period, the reaction occurs quite abruptly. It is likely that after
a small portion of the elemental powders react during the milling process, the
heat liberated by the reaction ignites the unreacted portion until the bulk of the
elemental powders is converted to the product. It is not clear whether the forma-
tion of a liquid or the melting of the product occurs during the rapid reaction.
Immediately following the reaction, the product is highly agglomerated. For
MoSi,, the agglomerate size was found to be ~100 wm, made up of primary
particles of ~0.3 wm in diameter (Fig. 2.7).

2.5 POWDER SYNTHESIS BY CHEMICAL
METHODS

A wide range of chemical methods exist for the synthesis of ceramic powders
and several reviews of the subject are available in the ceramic literature (15-20).
For convenience, we will consider the methods in three fairly broad categories:
(1) solid-state reactions, (2) synthesis from liquid solutions, and (3) vapor-phase
reactions.
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FIGURE 2.7 TEM image of MoSi, in the sample milled for 3 h 13 min showing three
particles separated by Mo (arrow). (From Ref. 13.)
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2.5.1 Solid-State Reactions

Chemical decomposition reactions, in which a solid reactant is heated to produce
a new solid plus a gas, are commonly used for the production of powders of
simple oxides from carbonates, hydroxides, nitrates, sulfates, acetates, oxalates,
alkoxides, and other metal salts. An example is the decomposition of calcium
carbonate (calcite) to produce calcium oxide and carbon dioxide gas:

CaCO, (s) = CaO(5)+CO, (g) 2.2)

Chemical reactions between solid starting materials, usually in the form of mixed
powders, are common for the production of powders of complex oxides such as
titanates, ferrites, and silicates. The reactants normally consist of simple oxides,
carbonates, nitrates, sulfates, oxalates, or acetates. An example is the reaction
between zinc oxide and alumina to produce zinc aluminate:

7n0(5) + ALO, (s) — ZnALO, (s) (2.3)

These methods, involving decomposition of solids or chemical reaction between
solids are referred to in the ceramic literature as calcination.

2.5.1.1 Decomposition

Because of the industrial and scientific interest, a large body of literature exists
on the principles, kinetics, and chemistry of decomposition reactions. Several
comprehensive texts or reviews are available on the subject (21-23). The most
widely studied systems are CaCOs, MgCO;, and Mg(OH),. We will focus on the
basic thermodynamics, reaction kinetics and mechanism, and process parameters
pertinent to the production of powders.

Considering the thermodynamics, for the decomposition of CaCO; defined
by Eq. (2.2), the standard heat (enthalpy) of reaction at 298K, AH%, is 44.3 kcal/
mol (24). The reaction is strongly endothermic (i.e., AH% is positive), which is
typical for most decomposition reactions. This means that heat must be supplied
to the reactant to sustain the decomposition. The Gibbs free energy change associ-
ated with any reaction is given by:

AG, =AG: +RT nK (2.4)

where AG% is the free-energy change for the reaction when the reactants are in
their standard state, R is the gas constant, T is the absolute temperature, and K
is the equilibrium constant for the reaction. For the reaction defined by Eq. (2.2),

_ G090,

co,

Aeqco, (2.5)
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where ac.o and acaco, are the activities of the pure solids CaO and CaCOs;,
respectively, taken to be unity, and aco, is the activity of CO,, taken to be the
partial pressure of the gas. At equilibrium, AG; = 0, and combining Egs. (2.4)
and (2.5), we get

AGy =—RTn py, (2.6)

The standard free energy for the decomposition of CaCO3, MgCO3, and Mg(OH),
is plotted in Fig. 2.8, along with the equilibrium partial pressure of the gas for
each of the reactions (25). Assuming that the compounds become unstable when
the partial pressure of the gaseous product above the solid equals the partial
pressure of the gas in the surrounding atmosphere, we can use Fig. 2.8 to deter-
mine the temperatures at which the compounds become unstable when heated in
air. For example, CaCOj; becomes unstable above ~810K, MgCOj; above 480K,
and depending on the relative humidity, Mg(OH), becomes unstable above
445-465K. Furthermore, acetates, sulfates, oxalates, and nitrates have essentially
zero partial pressure of the product gas in the ambient atmosphere so they are
predicted to be unstable. The fact that these compounds are observed to be stable
at much higher temperatures indicates that their decomposition is controlled by
kinetic factors and not by thermodynamics.

Kinetic investigations of decomposition reactions can provide information
about the reaction mechanisms and the influence of process variables such as
temperature, particle size, mass of reactant, and the ambient atmosphere. They
are conducted isothermally or at a fixed heating rate. In isothermal studies, the
maintenance of a constant temperature represents an ideal that cannot be achieved
in practice, since a finite time is required to heat the sample to the required
temperature. However, isothermal decomposition kinetics are easier to analyze.
The progress of the reaction is commonly measured by the weight loss and the
data are plotted as the fraction of the reactant decomposed a versus time t with
o defined as:

AW
o=
AW, 2.7)

where AW and AW, are the weight loss at time ¢ and the maximum weight
loss according to the decomposition reaction, respectively.

There is no general theory of decomposition reactions. However, a general-
ized a versus time curve similar to that shown in Fig. 2.9 is often observed (22).
The stage A is an initial reaction, sometimes associated with the decomposition
of impurities or unstable superficial material. B is an induction period that is
usually regarded as terminated by the development of stable nuclei, while C is
the acceleratory period of growth of such nuclei, perhaps accompanied by further
nucleation, which extends to the maximum rate of reaction at D. Thereafter, the
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FIGURE 2.8 Standard free energy of reaction as a function of temperature. The dashed
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(From Ref. 25.)
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continued expansion of nuclei is no longer possible due to impingement and the
consumption of the reactant, and this leads to a decay period, E, that continues
until the completion of the reaction F. In practice, one or more of these features
(except D) may be absent or negligible.

The molar volume of the solid product is commonly smaller than that for
the reactant, so that very often, the product forms a porous layer around the
nonporous core of reactant (Fig. 2.10). Like most solid-state reactions, the reaction
is heterogeneous in that it occurs at a sharply defined interface. The kinetics may
be controlled by any one of three processes: (1) the reaction at the interface
between the reactant and the solid product, (2) heat transfer to the reaction surface,
or (3) gas diffusion or permeation from the reaction surface through the porous
product layer. As seen from Table 2.4, several expressions have been developed
to analyze the reaction kinetics. It is generally assumed that the interface moves
inward at a constant rate, so that for a spherical reactant of initial radius 7y, the
radius of the unreacted core at time ¢ is given by

re . K 8)

where K is a constant. When the reaction at the interface is rate controlling, the
different expressions reflect the different assumptions on the nucleation and
growth of stable particles of the product from the reactant (nucleation equations
in Table 2.4). If the nucleation step is fast, the equations depend only on the
geometry of the model (geometrical models). The geometry for powder decompo-
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FIGURE 2.9 Generalized o versus time plot summarizing characteristic kinetic behavior
observed for isothermal decomposition of solids. a represents the weight loss divided by
the maximum weight loss.
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FIGURE 2.10 Schematic of the decomposition of calcium carbonate.

TABLE 2.4 Rate Equations for the Analysis of Kinetic Data in Decomposition Reactions

Equation® Number
Nucleation
Power law ol = Kt (D)
Exponential law Ina = Kt 2)
Avrami-Erofe’ev [— In(1 — )] = Kt 3)
[— In(1 — )]'3 = Kt 4)
[— In(1 — )] = Kt 3
Prout-Tompkins InT— =Kt (6)
Geometrical Models
Contracting thickness a = Kt 7
Contracting area 1—(1—-a)"”?=Kt (8)
Contracting volume 1—(1—-—"=Kt ©)
Diffusion
One-dimensional o =Kt (10)
Two-dimensional (1—-—a)In(l —a) + a =Kt (11
Three-dimensional [1—1-a)”?=Kr (12)
Ginstling-Brounshtein (r— ZTQ) — (1 —a)?? =Kt (13)
Reaction Order )
First order —In(l — a) = Kt (14)
Second order (1—a) '=Kt (15)
Third order (1 —a) =Kt (16)

“The reaction rate constants K are different in each expression, and the times 7 are assumed to have
been corrected for any induction period 7.
Source: From Ref. 22.
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sition is complex. For thin CaCOj; (calcite) crystals, Fig. 2.11 shows that the
decomposition kinetics, measured under conditions such that the reaction inter-
face advances in one dimension, follow a linear reaction equation in accordance
with Eq. (7) in Table 2.4.

When large samples are used, the increasing thickness of the porous product
layer may provide a barrier to the escape of the product gas. Kinetic equations
for the decomposition of CaCOj controlled by the rate of removal of the product
gas (CO,) or the rate of heat transfer to the reaction interface have been developed
by Hills (26). Table 2.4 includes equations for the reaction rate controlled by
diffusion of the chemical components of the reactant.

The kinetics of chemical reactions are frequently classified with respect to
reaction order. Taking the simple case where a reactant A is decomposed:

A — Products 2.9)
The rate of the reaction can be written:

_dC_ ke
dt (2.10)
where C is the concentration of the reactant A at time ¢, K is a reaction rate
constant, and {3 is an exponent that defines the order of the reaction. The reaction
is first order if B = 1, second order if 3 = 2, and so on. The kinetic equations
for first-, second-, and third-order reactions are included in Table 2.4.
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FIGURE 2.11 TIsothermal decomposition kinetics of calcite (CaCOs3) single crystal.
(From Ref. 27.)
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When comparing experimental decomposition data with the theoretical
equations, the best fit to a particular equation is consistent with, but not proof
of, the mechanism on which the equation is based. It is often found that the data
can be fitted with equal accuracy by two or more rate equations based on different
mechanisms. In seeking mechanistic information, the kinetic analysis should com-
monly be combined with other techniques such as structural observations by
electron microscopy.

The observed rate of decomposition and the characteristics of the powder
produced by the decomposition reaction depend on a number of material and
processing factors, including the chemical nature of the reactants, the initial size
and size distribution of the reactant particles, the atmospheric conditions, the
temperature, and the time. Isothermal rate data measured at several different
temperatures show that the rate of decomposition obeys the Arrhenius relation:
the rate constant K in the kinetic equations is given by:

-0
K=A —
P RT 2.11)

where A is a constant referred to as the pre-exponential factor or the frequency
factor, Q is the activation energy, R is the gas constant, and 7 is the absolute
temperature. Most reported activation energy values for CaCO5; decompositions
are close to the enthalpy of reaction (27). Equation (2.11) has been established
for gas-phase processes by the collision theory of reaction rates. The reason why
it should hold for decomposition reactions where a reactant is immobilized in
the lattice of a solid phase has been the subject of some discussion (22).

Using the reaction described by Eq. (2.2) as an example, decomposition
reactions are commonly carried out under conditions where the equilibrium is
driven far to the right hand side. However, it is recognized that the decomposition
kinetics of CaCOj; will depend on the partial pressure of the CO, gas in the
ambient atmosphere. High ambient CO, pressure drives the equilibrium to the
left hand side. Studies of the effect of varying the ambient CO, pressure on the
decomposition kinetics of CaCO;5 show that the reaction rate decreases as the
partial pressure of CO, increases (28).

In addition to the kinetics, the microstructure of the solid product particles
is also dependent on the decomposition conditions. A feature of decomposition
reactions is the ability to produce very fine particle size from a normally coarse
reactant when the reaction is carried out under controlled conditions. In vacuum,
the decomposition reaction is often pseudomorphic (i.e., the product particle often
maintains the same size and shape as the reactant particle). Since its molar volume
is lower than that of the reactant, the product particle contains internal pores.
Often the product particle consists of an aggregate of fine particles and fine
internal pores. In the decomposition of 1-10 wm CaCOj; particles performed at
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~923K (29), the specific surface area of the CaO product formed in vacuum is
as high as ~100 m?/g with particle and pore sizes smaller than 10 nm (Fig.
2.12a). If the reaction is carried out in an ambient atmosphere rather than in a
vacuum, then high surface area powders are not produced. In 1 atmosphere N,
the surface area of the CaO particles is only 3—5 m?%/g (Fig. 2.12b).

Sintering of fine CaO particles during decomposition is also catalyzed by
increasing partial pressure of CO, in the ambient atmosphere (30). The atmo-
spheric gas catalyzes the sintering of the fine particles, leading to larger particles
and a reduction of the surface area. The sintering of fine MgO particles produced
by decomposition of MgCO3 or Mg(OH), is catalyzed by water vapor in the
atmosphere (31). High decomposition temperatures and long decomposition times
promote sintering of the fine product particles, giving an agglomerated mass of
low surface area powder. Although attempts are usually made to optimize the
decomposition temperature and time schedule, agglomerates are invariably pres-
ent so that a milling step is required to produce powders with controlled particle
size characteristics.

2.5.1.2 Chemical Reaction Between Solids

The simplest system involves the reaction between two solid phases, A and B,
to produce a solid solution C. A and B are commonly elements for metallic
systems, while for ceramics they are commonly crystalline compounds. After the
initiation of the reaction, A and B are separated by the solid reaction product C
(Fig. 2.13). Further reaction involves the transport of atoms, ions, or molecules
by several possible mechanisms through the phase boundaries and the reaction
product. Reactions between mixed powders are technologically important for
powder synthesis. However, the study of reaction mechanisms is greatly facili-
tated by the use of single crystals because of the simplified geometry and boundary
conditions.

The spinel formation reaction AO + B,0; = AB,0, is one of the most
widely studied reactions (32). Figure 2.14 shows a few of the possible reaction
mechanisms. Included are: (1) mechanisms (Fig. 14a and b) in which O, mole-
cules are transported through the gaseous phase and electroneutrality is main-
tained by electron transport through the product layer, (2) mechanism (Fig. 14c)
involving counter diffusion of the cations with the oxygen ions remaining essen-
tially stationary, and (3) mechanisms (Fig. 14d and e) in which O*~ ions diffuse
through the product layer.

In practice, the diffusion coefficients of the ions differ widely. For example,
in spinels, diffusion of the large O® ions is rather slow when compared to
cationic diffusion so that the mechanisms in Fig. 2.14d and e can be eliminated.
Furthermore, if ideal contact occurs at the phase boundaries so that transport of
O, molecules is slow, then the mechanisms in Fig. 14a and b are unimportant.
Under these conditions, the most likely mechanism is the counterdiffusion of
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1 um

FIGURE2.12 Scanning electron micrographs of CaO produced by decomposing CaCO5
powder at 650°C in (a) vacuum (particles are same apparent size and shape as parent CaCO;
particles) and (b) dry N, at atmospheric pressure. (From Ref. 29, used with permission.)
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FIGURE 2.13 Schematic of solid-state reaction in single crystals.
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FIGURE 2.14 Reaction mechanisms and corresponding net phase boundary reactions
for the spinel formation reaction AO + B,0O3; = AB,O,. (From Ref. 32.)

cations (mechanism Fig. 14c), where the flux of the cations is coupled to maintain
electroneutrality. When the rate of product formation is controlled by diffusion
through the product layer, the product thickness is observed to follow a parabolic
growth law:

2 =Kt (2.12)
where K is a rate constant that obeys the Arrhenius relation.

Several investigations have reported a parabolic growth rate for the reaction
layer, which is usually taken to mean that the reaction is diffusion controlled
(32). The reaction between ZnO and Fe,Oj3 to form ZnFe,O, is reported to occur
by the counterdiffusion mechanism in which the cations migrate in opposite direc-
tions and the oxygen ions remain essentially stationary (33,34). The reaction
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mechanism for the formation of ZnAl,O, by Eq. (2.3) is not as clear. The reaction
is reported to occur by a solid state mechanism in which the diffusion of zinc
ions through the product layer controls the rate (35). However, as described below
for reactions between powders, the reaction kinetics can also be described by a
gas—solid reaction between ZnO vapor and AL,Os.

For powder reactions (Fig. 2.15), a complete description of the reaction
kinetics must take into account several parameters, thereby making the analysis
very complicated. Simplified assumptions are commonly made in the derivation
of kinetic equations. For isothermal reaction conditions, a frequently used equa-
tion has been derived by Jander (36). In the derivation, it is assumed that equal-
sized spheres of reactant A are embedded in a quasi-continuous medium of reac-
tant B and that the reaction product forms coherently and uniformly on the A
particles. The volume of unreacted material at time ¢ is

4 3
VZg”V‘” (2.13)

where r is the initial radius of the spherical particles of reactant A and y is the
thickness of the reaction layer. The volume of unreacted material is also given
by

45
V=g (1-o) (2.14)

where « is the fraction of the volume that has already reacted. Combining Egs.
(2.13) and (2.14),

Y=’P—U—aﬂ”3 (2.15)

reaction
product

fully reactag

partially reacted

powdars

FIGURE 2.15 Schematic of solid-state reaction in mixed powders.
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Assuming that y grows according to the parabolic relationship given by Eq. (2.12),
then the reaction rate is

3P Kt
[1-0-0)" [ =3 (2.16)
Equation (2.16), referred to as the Jander equation, suffers from two oversimplifi-
cations that limit its applicability and the range over which it adequately predicts
reaction rates. First, the parabolic growth law assumed for the thickness of the
reaction layer is valid for one-dimension reaction across a planar boundary and
not for a system with spherical geometry. At best, it is expected to be valid only
for the initial stages of the powder reaction when y << r. Second, any change
in molar volume between the reactant and the product is neglected. These two
oversimplifications have been taken into account by Carter (37), who derived the
following equation:

2/3 2/3 Kt

[1+(z-1)a] +(z-1)(1-0) =z+(1—z)r—2 2.17)
where Z is the volume of the reaction product formed from unit volume of the
reactant A. Equation (2.17), referred to as the Carter equation, is applicable to
the formation of ZnAl,O, by the reaction between ZnO and Al,O5 even up to
100% of reaction (Fig. 2.16).

For a solid-state diffusion mechanism, the growth of the reaction product
in powder systems occurs at the contact points and for nearly equal-sized spheres,
the number of contact points is small. Nevertheless, for many systems, the Jander
equation and the Carter equation give a good description of the reaction kinetics
for at least the initial stages of the reaction. It appears that rapid surface diffusion
provides a uniform supply of one of the reactants over the other. Alternatively,
if the vapor pressure of one of the reactants is high enough [e.g., ZnO in Eq.
(2.3)], condensation on the surface of the other reactant can also provide a uniform
supply of the other reactant. In this case, the powder reaction can be better de-
scribed as a gas—solid reaction rather than a solid-state reaction (32).

In practical systems, solid state reaction in powder systems depends on
several parameters. They include the chemical nature of the reactants and the
product; the size, size distribution, and shape of the particles; the relative sizes
of the reactant particles in the mixture; the uniformity of the mixing, the reaction
atmosphere; the temperature; and the time. The reaction rate will decrease with
an increase in particle size of the reactants because, on average, the diffusion
distances will increase. For coherent reaction layers and nearly spherical particles,
the dependence of the reaction kinetics on particle size is given by Eq. (2.16) or
Eq. (2.17). The reaction rate will increase with temperature according to the
Arrhenius relation. Commonly, the homogeneity of mixing is one of the most
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FIGURE 2.16 Kinetics of reaction between spherical particles of ZnO and Al,O; to
form ZnAl,0, at 1400°C in air, showing the validity of the Carter equation. (From Ref.
32)

important parameters. It influences the diffusion distance between the reactants
and the relative number of contacts between the reactant particles, and thus the
ability to produce homogeneous, single-phase powders.

Powder preparation by solid-state reactions generally has an advantage in
terms of production cost, but as outlined earlier, the powder quality is also an
important consideration for advanced ceramics. The powders are normally ag-
glomerated and a grinding step is almost always required to produce powders
with better characteristics. Grinding in ball mills leads to the contamination of
the powder with impurities. Incomplete reactions, especially in poorly mixed
powders, may produce undesirable phases. Furthermore, the particle shape of
ground powders is usually difficult to control.
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2.5.1.3 Reduction

The reduction of silica by carbon is used industrially to produce silicon carbide
powders:

Si0, +3C — SiC+2CO (2.18)

This reaction should occur somewhat above 1500°C but is usually carried out at
much higher temperatures so that the SiO, is actually a liquid. The process is
carried out on a large scale industrially and is generally referred to as the Acheson
process. The mixture is self-conducting and is heated electrically to temperatures
of ~2500°C. Side reactions occur so that the reaction is more complex that that
indicated in Eq. (2.18). The product obtained after several days of reaction consist
of an aggregate of black or green crystals. It is crushed, washed, ground, and
classified to produce the desired powder sizes.

One disadvantage of the Acheson process is that powder quality is often
too poor for demanding applications such as high-temperature structural ceramics.
Because the reactants exist as mixed particles, the extent of the reaction is limited
by the contact area and inhomogeneous mixing between reactant particles with
the result that the SiC product contains unacceptably high quantities of unreacted
SiO, and C. These limitations have been surmounted recently by a process in
which the SiO, particles are coated with the C prior to reduction (38,39). Rela-
tively pure SiC powders with fine particle sizes (<0.2 wm) are produced by
this process. As described later, laboratory scale methods employing gas-phase
reactions can also produce SiC powders with desirable powder characteristics,
but the methods are expensive.

2.5.2 Liquid Solutions

There are two general routes for the production of a powdered material from a
solution:

1. Evaporation of the liquid
2. Precipitation by adding a chemical reagent that reacts with the solution

The reader may be familiar with these two routes since they are commonly used
in inorganic chemistry laboratories, e.g., the production of common salt crystals
from a solution by evaporation of the liquid or of Mg(OH), by the addition of
NaOH solution to MgCl, solution. An understanding of the principles of precipita-
tion from solution is useful for achieving control of the particle size characteristics
of the powder.

2.5.2.1 Precipitation from Solution
Principles

The kinetics and mechanism of precipitation are well covered in a textbook (40).
Several review articles on the precipitation from solution are available, covering
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the principles (41-44) and procedures (45,46) of synthesizing particles with con-
trolled size characteristics. Precipitation from solution consists of two basic steps:
(1) nucleation of fine particles and (2) their growth by addition of more material
to the surfaces. In practice, control of the powder characteristics is achieved by
controlling the reaction conditions for nucleation and growth and the extent of
coupling between these two processes.

Nucleation

The type of nucleation we shall consider here is referred to as homogeneous
nucleation because it takes place in a completely homogeneous phase with no
foreign inclusions in the solution or on the walls of the reaction vessel. When
these inclusions are present and act to assist the nucleation, the process is called
heterogeneous nucleation. The occurrence of heterogeneous nucleation makes it
difficult to obtain well-controlled particle sizes and must normally be avoided.
As we shall see later, heterogeneous nucleation can be used to good advantage
for the synthesis of coated particles.

Homogeneous nucleation of solid particles in solution is generally analyzed
in terms of the classical theories developed for vapor-to-liquid and vapor-to-solid
transformations which are described in detail by Christian (47). We shall briefly
outline the main features of the classical theories for vapor-to-liquid transforma-
tion and then examine how they are applied to nucleation of solid particles from
solution. In a supersaturated vapor consisting of atoms (or molecules), random
thermal fluctuations give rise to local fluctuations in density and free energy of
the system. Density fluctuations produce clusters of atoms referred to as embryos,
which can grow by addition of atoms from the vapor phase. A range of embryo
sizes will be present in the vapor with vapor pressures assumed to obey the Kelvin
equation:

Inf- = 2w,
p, KkIr (2.19)

where p is the supersaturated vapor pressure, p is the saturated vapor pressure,
v is the specific surface energy of the cluster, v; is the volume per molecule in
a liquid drop formed by condensation of the vapor, & is the Boltzmann constant,
T is the absolute temperature, and r is the radius of the embryo (assumed to be
spherical). Because of their higher vapor pressure, small embryos evaporate back
to the vapor phase. Embryos with a radius r less than a critical radius r. cannot
grow whereas embryos with » > r, can. However, the formation of nuclei (i.e.,
embryonic droplets) requires an energy barrier to be surmounted. This may be
illustrated by considering the free-energy change in forming a spherical nucleus
of radius r. The increase in the free energy can be written as
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I
AG, =4rnr y—gnr AG, (2.20)

The first term on the right is the intrinsically positive contribution of the surface
free energy. The second term represents the contribution by the bulk free energy
change. Considering unit volume of liquid, the free-energy decrease AG, in going
from vapor to liquid is given by (48)

AG =K 2
T 2.21)

where v; is the volume per molecule in the liquid. Substituting for AG, in Eq.
(2.20) gives

AG, —dnry—2p P

" 3 v, Do (2.22)
For the limiting case when the supersaturation ratio S = p/py = 1, the bulk term
vanishes and AG, increases monotonically as a parabola. For § < 1, the AG,
curve rises more steeply because a fractional S makes the second term on the
right go positive, reinforcing the effect due to the surface free energy barrier. For
S > 1, the second term is negative and this assures the existence of a maximum
in AG,, at some critical radius r., as shown schematically in Fig. 2.17. The critical
radius . is obtained by putting d(AG,)/dr = 0, giving

2w,
° kTIn(p/p,) (2.23)

Substituting for r. in Eq. (2.22), the height of the free-energy activation barrier
is

3.2
G - 16my’v, LN

s[kTn(pip,)] 3 (2.24)

To summarize at this stage, sufficient increase in the supersaturation ratio S =
p/po finally serves to increase the atomic (molecular) bombardment rate in the
vapor and to reduce AG.. and r,. to such an extent that the probability of subcritical
embryo growing to supercritical size in a short time approaches unity. Homogene-
ous nucleation to form liquid droplets now becomes an effective process.

The nucleation rate [ refers to the rate of formation of critical nuclei since
only these can grow to produce liquid droplets. A pseudo-thermodynamic treat-
ment of vapor-to-liquid transformation gives the result that / is proportional to
exp (—AGJkT), where k is the Boltzmann constant and AG, is given by Eq.
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FIGURE2.17 Schematic variation of the free energy versus radius for a spherical droplet.
Some critical size must be exceeded before a nucleus becomes stable.

(2.24). The rate at which the nuclei grow will also depend on the frequency with
which atoms join it, and this may be written as [v exp(—AG,,/kT)], where v is
the characteristic frequency and AG,, is the activation energy for atom migration.
Putting v = kT/h, where h is Planck’s constant, an approximate expression for
the nucleation rate is (47):

-AG —-16 ;
1 ~ NkT eXp m eXp Wvl

h kT 3kT[KTn(plp,)] (2.25)

where N is the number of atoms per unit volume in the phase undergoing transfor-
mation.

Homogeneous nucleation of particles from solution occurs in many tech-
niques for the synthesis of ceramic powders. General aspects of nucleation from
liquids and solutions are discussed by Walton (49). In aqueous solution, metal
ions are hydrated (50). Embryos of hydrated metal ions are assumed to form by
progressive addition of ions to one another by a polymerization process. These
polynuclear ions are the precursors to nucleation. When the concentration of the
polynuclear ions increases above some minimum supersaturation concentration,
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homogeneous nucleation to form solid nuclei becomes an effective process. The
nucleation rate of particles from solution can be expressed as (49)

1/2
2Nv_(kT -A —16my’v?
I~ v, (kTY) G, ox omy'v;

p
I kT 3T [In(C, /C,) (2.26)

where N is the number of ions per unit volume in the solution, v, is the volume
of a molecule in the solid phase, v is the specific energy of the solid-liquid
interface, AG, is the activation energy for the transport of an ion to the solid
surface, C;; is the supersaturated concentration, and C; is the saturated concentra-
tion of the ions in the solution. The nucleation rate is strongly dependent on the
supersaturation ratio Cy,/Ci.

Particle Growth by Solute Precipitation

Nuclei are normally very small but even during a short nucleation stage they may
have grown to somewhat different sizes. Therefore, the starting system for growth
is not monodisperse. Nuclei formed in a supersaturated solution can grow by
transport of solute species (ions or molecules) through the solution to the particle
surface, desolvation, and alignment on the particle surface. The rate-determining
step in the growth of the particles can be

1. Diffusion towards the particle
2. Addition of new material to the particle by a form of surface reaction

The occurrence of the specific mechanisms and their interplay control the final
size characteristics of the particles.

Diffusion-controlled growth: Assuming that the particles are far apart so
that each can grow at its own rate, the diffusion of solute species towards the
particle (assumed to be spherical of radius r) can be described by Fick’s first
law. The flux J through any spherical shell of radius x is given by

dC
- 2=

where D is the diffusion coefficient for the solute through the solution and C is
its concentration. Assuming that the saturation concentration Cy is maintained at
the particle surface and that the concentration of the solute far from the particle
is C, a concentration gradient is set up which approaches a stationary state in
times of the order of 7*/D. In this stationary state, J does not depend on x, and
integration of Eq. (2.27) gives

J=4mD(C. -C,) (2.28)
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The rate of growth of the particle radius is then:

dar_ v, _DV(c.~C)
dt  4mr’ r (2.29)

where V is the molar volume of the solid precipitating on the particle. Equation
(2.29) can also be written:

d(r2 ) 5
——==2DV (C_—- C
dt S ( * S ) (2.30)

showing that irrespective of the original size of the particle, the square of the
radius of all particles increases at the same constant rate. The treatment leading
to Eq. (2.30) is oversimplified. However, it has been shown more rigorously that
for diffusion controlled growth, d(r?)/dt is the same for particles of any size but
not necessarily constant in time (51).

If the absolute width of the particle size distribution is Ar for a mean radius
r and Ary for the mean radius ro of the initial system, we can deduce from Egq.

(2.30) that
2
L R U
A r o\ on (2.31)

Equation (2.31) shows that the absolute width of the size distribution becomes
narrower in the ratio ro/r and the relative width decreases even faster in the ratio
(ro/1)%.

Surface-reaction-controlled growth: Each new layer around the particle has
to be nucleated first by a process that is different from the homogeneous nucle-
ation discussed earlier. Two types of growth mechanism can be distinguished,
referred to as mononuclear growth and polynuclear growth (Fig. 2.18). In the
mononuclear growth mechanism, once a nucleation step is formed on the particle
surface, a layer has the time to achieve its completion before a new step appears.
Growth proceeds, therefore, layer by layer and the particle surface may appear
faceted on a macroscopic scale. The following equation for particle growth has
been derived (40):

dr 5
il (2.32)

where K is a constant. The relative width of the size distribution is given by

Ar_r A,
ronn (2.33)
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FIGURE 2.18 Nucleation of layers around a particle for (a) mononuclear growth and
(b) polynuclear growth.

and increases in the ratio r/ry. In the polynuclear growth mechanism, formation
of nucleation steps on the particle surface is fast enough to create a new layer
before the previous one has been completed. The growth rate is independent of
the surface area of the existing particles and is given by (40)

dr

a (2.34)

where K is a constant. In this case, the relative width of the distribution decreases
according to

Ar 1y A

r ron

(2.35)

Controlled Particle Size Distribution

The basic principles for obtaining particles with a fairly uniform size by precipita-
tion from solution were put forward nearly 50 years ago by LaMer and Dinegar
(52). The main features may be represented in terms of the diagram shown in
Fig. 2.19, often referred to as the LaMer diagram. As the reaction proceeds, the
concentration of the solute to be precipitated, C,, increases to or above the satura-
tion value C,. If the solution is free of foreign inclusions and the container walls
are clean and smooth, then it is possible for C, to exceed C, by a large amount
to give a supersaturated solution. Eventually a critical supersaturation concentra-
tion C,, will be reached after some time #; and homogeneous nucleation and
growth of solute particles will occur, leading to a decrease in C, to a value below

Copyright © Marcel Dekker, Inc. All rights reserved.

MaRrceL Dekker, INc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



84 Chapter 2

» Critical imiting supersaturation
O Cym|---m—mem e T
I3
2 Rapid hemogeneous nucleation
® Cs---- By S e
=
g ' |
[&] 3 1 . R
8 b 1 Grawth by diffusion
o ', '
e ! i
_g c, k- H : —— Solubility
(%) I | M III I
'
P !
1 L
t, t Time ts

FIGURE 2.19 Schematic representation of the solute concentration versus time in the
nucleation and growth of particles from a solution. (From Ref. 52.)

C,, after a time f,. Further growth of the particles occurs by diffusion of solute
through the liquid and precipitation on to the particle surfaces. Finally, particle
growth stops after a time 73 when C, = C;.

It is clear that if we wish to produce particles with a fairly uniform size,
then one short burst of nucleation should occur in a short time interval, t, — ;.
One way of achieving this is through the use of a fairly low reactant concentration.
Furthermore, uniform growth of the particles requires that the solute be released
slowly to allow diffusion to the particles without buildup of the solute concentra-
tion and further bursts of nucleation. This mechanism of nucleation followed by
diffusion-controlled growth does not apply to the formation of particles that are
aggregates of finer primary particles. Instead, it may apply only to the primary
particles.

Particle Growth by Aggregation

High-resolution electron micrographs of particles synthesized by several routes
involving precipitation from solution show that the particles consist of aggregates
of much finer primary particles. Titania particles prepared by the Stober process
show primary particle features that are smaller than ~10 nm (Fig. 2.20a). The
TEM of CeO, particles synthesized by hydrolysis of cerium nitrate salts in the
presence of sulfate ions (53) show that the hexagonal particles consist of smaller
primary particles with a spherical shape (Fig. 2.20b). Based on studies of SiO,
particle synthesis by the Stober process, Bogush et al. (54,55) put forward a
model in which particle growth occurs by aggregation of fine particles rather
than by diffusion of solute to existing particles. Using the DLVO theory for
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(a) 01 um (b) 0.5 um

FIGURE2.20 (a) Scanning electron micrograph of TiO, particles prepared by the Stober
process showing that the particles consist of much finer primary particles. (Courtesy of
A. M. Glaeser.) (b) Transmission electron micrograph of hexagonal CeO, particles synthe-
sized by hydrolysis of cerium nitrate salts in the presence of sulfate ions showing that the
hexagonal particles consist of much smaller primary particles with a spherical shape.
(From Ref. 53.)

colloid stability (see Chapter 4), they showed that under identical surface charge
densities, the barrier to aggregation increases with the size for two equal-size
particles so that their rate of aggregation decreases exponentially. However, fine
particles aggregate more quickly with large particles than they do with themselves.
According to the model, during a precipitation reaction, the first nuclei grow
rapidly by aggregation to a colloidally stable size. These particles then sweep
through the suspension, picking up freshly formed nuclei and smaller aggregates.
The formation of particles with uniform size is thus achieved through size-depen-
dent aggregation rates.

Particle Growth by Ostwald Ripening

Particles in a liquid can also grow by a process in which the smaller particles
dissolve and the solute precipitates on the larger particles. This type of growth,
better described as coarsening, is referred to as Ostwald ripening. The coarsening
of precipitates in a solid medium can occur by a similar process and the theory of
Ostwald ripening, sometimes referred to as the Lifshitz-Slyozov-Wagner (LSW)
theory, is described in detail in Chapter 10. Matter transport from the smaller
particles to the larger particles can be controlled by (1) diffusion through the
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liquid or (2) an interface reaction (dissolution of the solid or deposition of the
solute onto the particle surfaces). The average radius <r> of the particles (as-
sumed to be spherical) is predicted to increase with time ¢ according to

(" = ()" +Kt (2.36)

where (rp) is the initial average radius of the particles, K is a constant that obeys
the Arrhenius relation, and m is an exponent the depends on the mechanism (m =
2 for interface reaction control and m = 3 for diffusion control). Regardless of
the initial size distribution, the particle size distribution reaches a self-similar
distribution since it depends only on r/r) and is independent of time. The maxi-
mum radius of the distribution is 2{r) for the interface reaction mechanism and
(3/2)(r) for the diffusion mechanism. Ostwald ripening by itself cannot therefore
lead to a monodisperse system of particles.

Procedures for Precipitation from Solution

The most straightforward use of precipitation is for the preparation of simple
oxides or hydrous oxides (also referred to as hydroxides or hydrated oxides).
Precipitation is commonly achieved by hydrolysis reactions. Two main routes
can be distinguished:

1. Hydrolysis of metal-organic compounds (e.g., metal alkoxides) in al-
coholic solution, generally referred to as the Stober process and

2. Hydrolysis of aqueous solution of metal salts (where considerable
work has been done by Matijevic)

Hydrolysis of Solutions of Metal Alkoxides

Metal alkoxides have the general formula M(OR),, where z is an integer equal
to the valence of the metal M, and R is an alkyl chain (see Chapter 5). They can
be considered as derivatives of either an alcohol, ROH, in which the hydrogen
is replaced by the metal M, or of a metal hydroxide, M(OH),, in which the
hydrogen is replaced by an alkyl group. The reactions involve hydrolysis:
M(OR)_ +xH,0 — M(OR)_ (OH) +xROH (2.37)

followed by condensation and polymerization by dehydration:
-M-OH+HO-M- - -M-0-M - +H,0 (2.38)

Stober et al. (56) carried out a systematic study of the factors that control the
preparation of fine, uniform SiO, particles by the hydrolysis of silicon alkoxides
in the presence of NH3. The NHj; served to produce pH values in the basic range.
For the hydrolysis of silicon tetracthoxide, Si(OC,Hs),, referred to commonly as
TEOS, with ethanol as the solvent, the particle size of the powder was dependent

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



Synthesis of Powders 87

on the ratio of the concentration of H,O to TEOS and on the concentration of
NH; but not on the TEOS concentration (in the range of 0.02—0.50 mol/dm?).
For a TEOS concentration of 0.28 mol/dm?, Fig. 2.21 shows the general correla-
tion between particle size and the concentrations of H,O and NHj. The particle
sizes varied between 0.05 and 0.90 wm and were very uniform, as shown in Fig.
2.22. Different alcoholic solvents or silicon alkoxides were also found to have
an effect. The reaction rates were fastest with methanol and slowest with n-
butanol. Likewise, under comparable conditions, the particle sizes were smallest
in methanol and largest in n-butanol. Fastest reactions (less than 1 min) and
smallest sizes (Iess than 0.2 mm) were obtained with silicon tetramethoxide, while
silicon tetrapentoxide reacted slowly (~24 h) and produced fairly large particles.

The controlled hydrolysis of metal alkoxides has since been used to prepare
fine powders of several simple oxides. We mentioned in Chapter 1 the work of
Barringer and Bowen (57) for the preparation, packing, and sintering of monodis-
perse TiO, powders. Later work (58) provided some insight into the mechanism of
hydrolysis of Ti(OC,Hs),. The alkoxide reacts with water to produce a monomeric
hydrolysis species according to

Ti(OC,H,), +3H,0 = Ti(OC,H, )(OH), +3C,H,0H (2.39)

Molfliter H,0

FIGURE 2.21 Correlation between particle size and the concentrations of water and
ammonia in the hydrolysis of a solution of 0.28 mol/dm? silicon tetraethoxide in ethanol.
(From Ref. 56.)
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FIGURE 2.22 Silica spheres produced by the hydrolysis of a solution of silicon tetrae-
thoxide in ethanol. (From Ref. 56.)

However, the presence of dimers and trimers of the hydrolysis species cannot
be excluded. Polymerization of the monomer to produce the hydrated oxide is
represented by

Ti(OC,H; )(OH)3 = TiO, - xH,0+(1-x)H,0+C,H,OH (2.40)
The overall reaction can therefore be represented as
Ti(OC,H;), +(2+x)H,0 = TiO, - xH,0 +4C,H,OH (2.41)

The value of x was found by thermogravimetric analysis to be between 0.5
and 1.

Most metal alkoxides hydrolyze readily in the presence of water, so that
stringent conditions must be maintained to achieve powders with controlled char-
acteristics. The reactions are sensitive to the concentration of the reactants, the
pH, and the temperature. Oxide or hydrated oxide powders are produced. The
precipitated particles are commonly amorphous and can be agglomerates of much
finer particles (Fig. 2.20a).

Hydrolysis of Solutions of Metal Salts

Procedures for the preparation of uniform particles by the hydrolysis of metal
salt solutions have been developed and reviewed by Maitjevic (45,46,59-61).
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Compared to the hydrolysis of metal alkoxides, the method has the ability for
producing a wider range of chemical compositions, including oxides or hydrous
oxides, sulfates, carbonates, phosphates, and sulfides. However, the number of
experimental parameters that must be controlled to produce uniform particles is
generally higher. They include the concentration of the metal salts, the chemical
composition of the salts used as starting materials, the temperature, the pH of the
solution, and the presence of anions and cations that form intermediate complexes.
While a variety of particle sizes and shapes can be produced (Fig. 2.23), the
morphology of the final particles can rarely be predicted (59,60). Furthermore,
while amorphous as well as crystalline particles can be produced, the factors that
determine the crystalline versus amorphous structure of the product are not clear
(61).

Metal ions, as indicated earlier, are normally hydrated in aqueous solution
(50). The conditions for homogeneous precipitation of uniform particles can be
achieved by a forced hydrolysis technique. This technique is based on promoting
the deprotonation of hydrated cations by heating the solution at elevated tempera-
tures (90—100°C). For a metal M with a valence z, the reaction can be written

[M(on,), "= [M(oH) (OH,) ‘](‘ T yn (2.42)

y n-y
The soluble hydroxylated complexes produced by the hydrolysis reaction form
the precursors to the nucleation of particles. They can be generated at the proper
rate to achieve nucleation and growth of uniform particles by adjustment of the
temperature and pH. In principle, it is only necessary to age the solutions at
elevated temperatures. In practice, however, the process is very sensitive to minor
changes in conditions. In addition, anions other than hydroxide ions play a deci-
sive role in the reaction. Some anions are strongly coordinated to the metal ions
and thus end up in the precipitated solid of fixed stoichiometric composition. In
other cases, the anions can be readily removed from the product by leaching.
Finally, in some case the anions affect the particle morphology without being
incorporated in the precipitated solid. The specific conditions for the precipitation
of uniform particles must therefore be adjusted from case to case.

As an example of the sensitivity of the reactions to changes in conditions,
we can consider the synthesis of spherical hydrated aluminum oxide particles
with narrow size distribution (62). Solutions of Al,(SO,);, KAI(SO,),, and a
mixture of AI(NO3); and Al,(SOy); or a mixture of Al,(SO,4); and Na,SO, were
aged in Pyrex tubes sealed with Teflon lined caps at 98 + 2°C for up to 84 h.
The pH of the freshly prepared solutions was 4.1, and after aging and cooling to
room temperature was 3.1. Particles with uniform size were produced only when
the Al concentration was between 2 X 10~* and 5 X 1072 mol/dm> provided
that the [AI*"] to [SO,2~ ] molar ratio was between 0.5 and 1. For a constant
Al concentration, the particle size increased with increasing sulfate concentration.
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(c) pein (d)

FIGURE 2.23 Examples of the sizes, shapes and chemical compositions for powders
prepared by precipitation form metal salt solutions, showing particles of (a) hematite (a-
Fe,05), (b) cadmium sulfide, (c) iron (IIT) oxide, and (d) calcium carbonate. (From Ref.
59.)
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The temperature of aging was a critical parameter; no particles were produced
below 90°C, while the best results were obtained at 98°C. Finally, the particles
had reasonably constant chemical composition, which indicates that one or more
well-defined aluminum basic sulfate complexes were the precursors to the nucle-
ation of particles.

The conditions for nucleation and growth of uniform particles in solution
can also be met by the slow release of anions from organic molecules such as
urea or formamide. An example is the precipitation of yttrium basic carbonate
particles from a solution of yttrium chloride, YCls, and urea, (NH,),CO (63).
Particles of uniform size were produced by aging for 2.5 h at 90°C a solution of
1.5 X 10~ 2 mol/dm? YCl; and 0.5 mol/dm?> urea (Fig. 2.24a). However, solutions
of YCIl; containing higher urea concentrations yielded, on aging at 115°C for 18
h, rodlike particles somewhat irregular in size (Fig. 2.24b). At temperatures up
to 100°C, aqueous solutions of urea yield ammonium and cyanate ions:

(NH, )2 CO = NH; +OCN"~ (2.43)
In acid solutions, cyanate ions react rapidly, according to

OCN™ +2H" +H,0 — CO, + NH; (2.44)

FIGURE 2.24 Particles obtained (a) by aging for 2.5 h at 90°C a solution of 1.5 X 1072
mol/dm?® YCl; and 0.5 mol/dm?® urea and (b) by aging for 18 h at 115°C a solution of 3.0
X 1072 mol/dm® YCl; and 3.3 mol/dm> urea. (From Ref. 63.)
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whereas in neutral and basic solutions, carbonate ions and ammonia are formed:
OCN™+OH™ +H,0 — NH, +CO32‘ (2.45)

Yttrium ions are weakly hydrolyzed in water to YOH(H,0),2". The resulting
release of hydronium ions accelerates urea decomposition according to Eq. (2.44).
The overall reaction for the precipitation of the basic carbonate can, therefore,
be written as

YOH (H,0)”" +CO, +H,0 —
Y(OH)CO, -H,0+2H" +(n—1)H,0  (2.46)

For the reaction at 115°C, the decomposition of excess urea (>2 mol/dm?) gener-
ates a large amount of OH ™ ions, which change the medium from acidic to basic
(pH 9.7). The reaction of cyanate ions proceeds according to Eq. (2.45). The
precipitation of rodlike particles may therefore be represented as:

2YOH (H,0)’” +NH, +3C0 -, (CO, ), -NH, -3H,0
+(2n-3)H,0+20H"  (2.47)

In addition to an excess of urea and a higher aging temperature, longer reaction
times (>12 h) are needed to generate a sufficient amount of free ammonia for
reaction Eq. (2.47) to dominate.

Precipitation of Complex Oxides

Complex oxides are oxides such as titanates, ferrites, and aluminates that contain
more than one type of metal in the chemical formula. We have already outlined
the difficulties of solid-state reaction between a mixture of oxide powders when
fine, stoichiometric, high-purity powders are required. Some of these difficulties
may be alleviated by the use of coprecipitation from a solution (sometimes re-
ferred to as cohydrolysis). A solution of mixed alkoxides, mixed salts, or of a
combination of salts and alkoxides is generally used. A common problem in co-
precipitation is that the different reactants in the solution have different hydrolysis
rates, which results in segregation of the precipitated material. Suitable conditions
must therefore be found in order to achieve homogeneous precipitation. Consider
the preparation of MgAl,O, powders (64). Both Mg and Al are precipitated as
hydroxides, but the conditions for their precipitation are quite different. AI(OH);
is precipitated under slightly basic conditions (pH = 6.5-7.5), is soluble in the
presence of excess ammonia, but is only slightly soluble in the presence of NH,Cl.
Mg(OH), is completely precipitated only in strongly basic solutions such as
NaOH solution. In this case, an intimate mixture of AI(OH); and Mg-Al double
hydroxide 2Mg(OH),*Al(OH); is produced when a solution of MgCl, and AICl,
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is added to a stirred excess solution of NH,OH kept at a pH of 9.5—10. Calcination
of the precipitated mixture above ~400°C yields stoichiometric MgAl,O4 powder
with high purity and fine particle size.

The co-precipitation technique generally produces an intimate mixture of
precipitates. In many cases, the mixture has to be calcined at elevated temperature
in order to produce the desired chemical composition. One serious consequence
is the need for milling of the calcined powder, which can introduce impurities
into the powder. The preparation of lead lanthanum zirconium ttiatante (PLZT)
powders is a good example illustrating the combined use of co-precipitation,
calcination, and milling (65). It is more desirable to produce a precipitate that does
not require the use of elevated temperature calcination and subsequent milling. In
a few cases, the precipitated powder may have the same cation composition as
the desired product. An example is the preparation of BaTiOj3 by the hydrolysis of
a solution of barium isopropoxide, Ba(OC5H5),, and titanium tertiary amyloxide,
Ti(OCsHy)4 by Mazdiyasni et al. (66). The overall reaction can be written as

Ba(OC,H,), +Ti(OCH,, ), +3H,0 —
BaTiO, + 4C,H,,OH + 2C,H,OH (2.48)

The alkoxides are dissolved in a mutual solvent (e.g., isopropanol) and refluxed
for 2 h prior to hydrolysis. While the solution is vigorously stirred, drops of
deionized, triply distilled water are slowly added. The reaction is carried out in
a CO,-free atmosphere to prevent the precipitation of barium carbonate. After
drying the precipitate at 50°C for 12 h in a helium atmosphere, a stoichiometric
BaTiO; powder with a purity of more than 99.98% and a particle size of 5-15
nm (with a maximum agglomerate size of <1 pm) is produced. Dopants can be
incorporated uniformly into the powders by adding a solution of the metal alkox-
ide prior to hydrolysis.

The hydrolysis of a mixture of metal alkoxides forms a fairly successful
route for the synthesis of complex oxide powders (67). However, most metal
alkoxides are expensive, and their hydrolysis requires carefully controlled condi-
tions because of their sensitivity to moisture. The controlled hydrolysis of a
mixture of salt solutions appears to be more difficult, but its use has been demon-
strated by Matijevic (61) for a few systems, including barium titanate and stron-
tium ferrite.

Precipitation Under Hydrothermal Conditions

Precipitation from solution under hydrothermal conditions has been known for
decades as a method for synthesizing fine, crystalline oxide particles (68). Interest
in the method has increased in recent years because of the need for fine, pure
powders in the production of ceramics for electronic applications. The process
involves heating reactants, often metal salts, oxide, hydroxide, or metal powder,
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as a solution or a suspension, usually in water, at temperatures between the boiling
and critical points of water (100—374°C) and pressures up to 22.1 MPa (the vapor
pressure of water at its critical point). It is commonly carried out in a hardened
steel autoclave, the inner surfaces of which are lined with a plastic (e.g., Teflon)
to limit corrosion of the vessel.

Several types of reactions may be employed in hydrothermal synthesis (69).
A common feature is that precipitation of the product generally involves forced
hydrolysis under elevated temperature and pressure. The powders have several
desirable characteristics, but they also suffer from a few disadvantages so that
their benefits are normally not fully realized. In hydrothermal synthesis, the crys-
talline phase is commonly produced directly so that a calcination step is not
required, as in the case of several other synthesis routes. The powders also have
the characteristics of very fine size (10—100 nm), narrow size distribution, single-
crystal particles, high purity, and good chemical homogeneity.

As an example, Fig. 2.25 shows CeO, powders (average particle size ~15
nm) produced from a suspension of amorphous, gelatinous cerium (hydrous)
oxide under hydrothermal conditions (~300°C and 10 MPa pressure for 4 h).
CeO; has a cubic crystal structure; the faceted nature of the particles is an indica-
tion that they are crystalline. High-resolution transmission electron microscopy
also revealed that the particles are single crystals (70). A disadvantage of very
fine powders is that they are difficult to consolidate to high packing density and
are very prone to agglomeration, particularly in the dry state. Because of their
high surface area, the powders may contain a high concentration of chemically
bonded hydroxyl groups on their surfaces. Incomplete removal of the hydroxyl
groups prior to sintering may limit the final density of the fabricated material.

Hydrothermal synthesis of BaTiO3 powders was reported many years ago
(71). Increased attention has been paid to the method in recent years because of
the need for fine powders for the production of thin dielectric layers. One method
involves the reaction between TiO, gels or fine anatase particles with a strongly
alkaline solution (pH > 12-13) of Ba(OH), at 150-200°C, which can be de-
scribed by the equation

TiO, + Ba(OH ), — BaTiO, +H,0 (2.49)

The reaction mechanisms have been discussed in detail elsewhere (72). Depend-
ing on the reaction time and temperature, particles with an average size in the
range of 50-200 nm are produced. Another method involves crystallization of
an amorphous barium-titanium-acetate gel in a strongly alkaline solution of tetra-
methylammonium hydroxide for 10—15 h at 150°C (73). Dissolution of the gel
and precipitation of crystalline BaTiOj; particles, coupled with Ostwald ripening
of the particles, produced a weakly agglomerated powder with an average particle
size in the range of 200—-300 nm.
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FIGURE 2.25 Powders of CeO, prepared by the hydrothermal method.

Hydrothermal BaTiO; powders, particularly very fine powders (less than
~100 nm) prepared at lower temperatures, show some structural characteristics
that are not observed for coarser powders prepared by solid-state reaction at
higher temperatures. X-ray diffraction reveals a cubic structure that is normally
observed only at temperatures above the ferroelectric Curie temperature of
125-130°C. The possible causes for the apparent cubic and nonferroelectric struc-
ture are not clear and have been discussed in detail elsewhere (74). They include
the idea of a critical size for ferroelectricity and, particularly for powders prepared
by precipitation from solution, the presence of a high concentration of point
defects due to hydroyxl groups in the structure.

Coated Particles

Coated particles, sometimes referred to as composite particles, consist of particles
of a given solid coated uniformly with a thin or thick layer of another material.
Reviews have considered the synthesis and use of coated particles for several
applications (75—77). Their use can offer some interesting advantages in ceramic
powder processing. Thin coatings are particularly useful for modifying the surface
characteristics of colloidal dispersions and for uniformly incorporating additives
such as sintering aids and dopants. Particles or inclusions coated with thick layers
can serve to improve the sintering behavior of ceramic composites or composi-
tions of complex oxides (Chapter 11).
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Coated particles can be prepared by several techniques. Here we consider
the precipitation from solution onto dispersed particles for the production of
coated particles with thin or thick layers (Fig. 2.26). Successful coating of the
particles requires control of several variables to produce the desired interaction
between a particulate suspension A and the material that is to be precipitated out
of solution, B (78). Several types of A-B interactions are possible:

1. B can nucleate homogeneously in the solution and grow to form parti-
cles that do not interact with A, giving simple mixtures of A and B.

2. Homogeneously nucleated particles of B grow and eventually hetero-
coagulate with particles of A, producing deposits that are rough and
nonuniform, particularly if the B particles are large.

3. The homogeneously nucleated particles of B heterocoagulate with A
at an early stage, and the growth of B continues on these aggregates,
thereby producing a particulate coating of B on A. The coating would
be more homogeneous than that formed in case (2), particularly if the
B particles are very small compared to A.

4. B nucleates heterogeneously on the surface of A and growth produces
a uniform layer of B on A. This may be the most desirable way to
deposit smooth coatings on fine particles.

To produce coated particles in this way, a number of key requirements must be
met:

Separation of the nucleation and growth steps: Figure 2.27 is a modified
version of the LaMer diagram discussed earlier for the homogeneous precipitation

| Solution

| Coating

L Dispersed particle

FIGURE2.26 Schematic of the preparation of coated particles by the precipitation from
solution onto dispersed particles.
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FIGURE2.27 Modified La Mer diagram for the formation of coated particles by precipi-
tation from solution.

of monodisperse particles (Fig. 2.19). The curve a in Fig. 2.27 represents the
case of a single burst of homogeneous nucleation followed by growth. When the
particles of A are present in the solution, heterogeneous nucleation can be initiated
on their surfaces when the solute concentration reaches Cj, the critical concentra-
tion for heterogeneous nucleation. To produce uniformly coated particles, it is
essential to have one rapid burst of heterogeneous nucleation (curve ¢) without
reaching C,.

Colloidal stability of the dispersion: To obtain well-dispersed, coated parti-
cles, the dispersion must be stable against flocculation and settling during nucle-
ation and growth. Agglomerates formed during these stages can get bonded by
the newly formed surface layers and would be extremely difficult to disperse.

Surface area of the core particles: The surface area of the core particles A
must be sufficient to prevent the solute concentration from reaching Ci; other-
wise, a system of coated particles and free particles of B will result (curve b).
The appropriate surface area of the core particles is linked to the rate of generation
of the solute by the reaction r,, and the rate of removal of the solute by precipita-
tion, r,. The minimum surface area of the core particles available for deposition,
A nins 18 associated with the maximum solute concentration, C,,,, to avoid homo-
geneous precipitation. For a given r, and assuming fairly concentrated suspen-
sions so that the interface reaction is rate controlling, A, is defined by

r;g = K14min (C\S - C& ) (250)
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where K is a constant and Cp,,x = Cy,. The maximum surface area for deposition,
Amax, should be such that the solute concentration exceeds Cj,, otherwise only
partial coating will result. Therefore, the folowing equation must also be satisfied:

r,=KA, (C,-C) 2.51)

max

The maximum production rate and the latitude of the experimental conditions
are then associated with the maximum value of the ratio A,.x/Amin- By equating
Egs. (2.50) and (2.51) we get

% ~1+[(c, -¢,)/(¢,-¢)]

min

(2.52)

The optimum conditions, i.e., permitting coating in suspensions with high particle
concentration, high production rates, and ease of processing, depend critically on
how close Cj is to Cy and on the separation between Cy and C,. Conditions
should be found such that (1) C,, is close to C; so that heterogeneous nucleation
can begin soon after C, is passed and (2) C;, is much greater than C; so that
homogeneous precipiation is far removed from the onset of heterogeneous precipi-
tation. In practice, A, can be found by trial and error for a given r, and for
particles with a known size by decreasing the concentration of the particles in
the suspension until free precipitates appear. If A,,;, is found to be low, then
according to Eq. (2.50), C,;, — C; is relatively large, and coating of the particles
in a suspension should be possible. Then if conditions for avoiding homogeneous
precipitation are difficult to achieve, an approach may be to pretreat the particle
surface with a nucleation catalyst.

Several examples of the conditions used in the preparation of coated parti-
cles by precipitation from solution can be found in the literature, including SiO,
on ALOj (79), TiO, on Al,O3 (80), aluminum (hydrous) oxide on a-Fe,O;,
chromium (hydrous) oxide and TiO, (81), Al,O5 precusor on SiC whisker (82),
Y,0; or Y,05/Al,05 precursors on SizNy (78), yttrium basic carbonate, YOHCO;
or Y,03 on a-Fe,03 (83), and ZnO on ZrO, (84). The degree of crystallinity of
the deposited material can have a marked effect on the morphology of the coating.
In principle, the coating can be amorphous, polycrystalline or single crystal.
Smooth and uniform coatings are obtained more easily for amorphous coatings
(77,81) whereas somewhat rough layers are generated by polycrystalline deposits
(85). Even for amorphous deposits, the morphology can depend on the reaction
conditions, as illustrated in Fig. 2.28 for SiO, coatings deposited on YOHCO;
at room temperature and at 80°C (86).

Industrial Preparation of Powders by Precipitation from
Solution

The methods described earlier for the synthesis of mondisperse powders and
coated particles have not made significant inroads into industrial production be-
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(b)

01um

FIGURE 2.28 Transmission electron micrograph of yttrium basic carbonate (YOHCO3)
particles coated with SiO, showing (a) smooth SiO, coating when the reaction was carried
out at room temperature and (b) rough SiO, coating formed at higher reaction temperature
(80°C). (From Ref. 86.)

cause they are expensive. Co-precipitation and hydrothermal methods are seeing
some use, particularly for the synthesis of multicomponent oxides (e.g., BaTiO3)
for electronic applications and for very fine powders.

The largest use of precipitation is the Bayer process for the industrial pro-
duction of Al,O5; powders. The raw material bauxite is first physically benefici-
ated then digested in the presence of NaOH at an elevated temperature. During
digestion, most of the hydrated alumina goes into solution as sodium aluminate:
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Al(OH ), +NaOH — Na® + Al(OH) (2.53)

4
and insoluble impurities are removed by settling and filtration. After cooling, the
solution is seeded with fine particles of gibbsite, AI(OH)j;. In this case, the gibbsite
particles provide nucleating sites for growth of AI(OH);. The precipitates are
continuously classified, washed to reduce the Na, and then calcined. Powders of
a-Al,O; with a range of particle sizes are produced by calcination at
1100-1200°C followed by grinding and classification. Tabular aluminas are pro-
duced by calcination at higher temperatures (~1650°C).

2.5.2.2 Evaporation of the Liquid

As we outlined earlier, evaporation of the liquid provides another method for
bringing a solution to supersaturation, thereby causing the nucleation and growth
of particles. The simplest case is a solution of a single salt. For the production
of fine particles, nucleation must be fast and growth slow. This requires that the
solution be brought to a state of supersaturation very rapidly so that a large
number of nuclei are formed in a short time. One way of doing this is to break
the solution up into very small droplets so that the surface area over which evapo-
ration takes place increases enormously. For a solution of two or more salts,
a further problem must be considered. Normally the salts will be in different
concentrations and will have different solubilities. Evaporation of the liquid will
cause different rates of precipitation, leading to segregation of the solids. Here
again, the formation of very small droplets will limit the segregation to the drop-
lets since no mass is transferred between individual droplets. Furthermore, for a
given droplet size, the size of the particle becomes smaller for more dilute solu-
tions. This means that we can further reduce the scale of segregation by the use
of dilute solutions. We now consider some of the practical ways of producing
powders by the evaporation of liquid solutions.

Spray Drying

In spray drying, a solution is broken up into fine droplets by a fluid atomizer
and sprayed into a drying chamber (Fig. 2.29) Contact between the spray and
drying medium (commonly hot air) leads to evaporation of moisture. The product,
consisting of dry particles of the metal salt, is carried out in the air stream leaving
the chamber and collected using a bag collector or a cyclone.

Spray drying principles, equipment, and applications are described in detail
by Masters (87). A variety of atomizers are available and these are usually catego-
rized according to the manner in which energy is supplied to produce the droplets.
In rotary atomization (often referred to as centrifugal atomization), the liquid is
centrifugally accelerated to high velocity by a spinning disk located at the top
of the drying chamber before being discharged into the chamber. In pressure
atomization, pressure nozzles atomize the solution by accelerating it through a

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



Synthesis of Powders 101

Exhaust
T -
o slack Feed pump Final coilector,
Indirect gas Atomizer Exhaust
fired heater — f
T Spray machine
Combustion
Y gases .y Main fan Praduct
Tymg
machine E — r‘—)
Inlet fan Wt e O

Primary collector T

Inlet air filter m -

Tempering heater i

Air mlet

FIGURE 2.29 Schematic of a spray dryer for the production of powders. (Courtesy of
L. C. De Jonghe.).

large pressure difference and injecting it into the chamber. Pneumatic atomization
occurs when the solution is impacted by a stream of high-speed gas from a nozzle.
Ultrasonic atomization involves passing the solution over a piezoelectric device
that is vibrating rapidly. Droplet sizes ranging from less than 10 pm to over 100
pm can be produced by these atomizers.

The solutions in spray drying are commonly aqueous solutions of metal
salts. Sulfates and chlorides are often used because of their high solubility. In
the drying chamber, the temperature and flow pattern of the hot air as well as
the design of the chamber determine the rate of moisture removal from the droplet
and the maximum temperature (typically less than ~300°C) that the particles
will experience. The key solution parameters are the size of the droplet and the
concentration and composition of the metal salt. These parameters control the
primary particle size and the size and morphology of the agglomerate. The mor-
phology of the agglomerate is not very critical in spray drying of solutions because
the particle characteristics are largely determined by subsequent calcination and
milling steps. Under suitable conditions, spherical agglomerates with a primary
particle size of ~0.1 wm or less can be obtained. Because the temperature in the
drying chamber is commonly insufficient to cause decomposition or solid-state
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reaction, the spray-dried salt must be subjected to additional processing steps
such as calcination and milling to achieve suitable characteristics for processing.

Spray drying of solutions has been found to be useful for the preparation
of ferrite powders (88). For Ni-Zn ferrite, the solution of sulfates was broken up
into droplets (1020 pwm) by a rotary atomizer. The powder obtained by spray
drying was in the form of hollow spheres having the same size as the original
droplets. Calcination at 800—1000°C produced a fully reacted powder consisting
of agglomerates with a primary particle size of ~0.2 wm. The ground powder
(particle size < 1 m) was compacted and sintered to almost theoretical density.

Spray Pyrolysis

By using a higher temperature and a reactive (e.g., oxidizing) atmosphere in the
chamber, solutions of metal salts can be dried and decomposed directly in a single
step. This technique is referred to by many terms, including spray pyrolysis, spray
roasting, spray reaction, and evaporative decomposition of solutions. In this book
we shall use the term spray pyrolysis. A review covering the principles, process
parameters and application of spray pyrolysis for the preparation of ceramic pow-
ders has been published by Messing et al. (89).

The idealized stages in the formation of a dense particle from a droplet of
solution are shown schematically in Fig. 2.30. The droplet undergoes evaporation
and the solute concentration in the outer layer increases above the supersaturation
limit, leading to the precipitation of fine particles. Precipitation is followed by a
drying stage in which the vapor must now diffuse through the pores in the precipi-
tated layer. Decomposition of the precipitated salts produces a porous particle
made up of very fine grains, which is finally heated to produce a dense particle.
In practice, a variety of particle morphologies can be produced in the spray
pyrolysis process, some of which are shown in Fig. 2.31. For the fabrication of
advanced ceramics, dense particles are preferred over those with highly porous
or hollow shell-like morphologies because a subsequent milling step is normally
unnecessary. An understanding of the key processing conditions is useful for
achieving the desired particle characteristics.

Figure 2.32 shows schematically how the conditions leading to precipitation
in the droplet and the solution chemistry influence the particle morphology and
microstructure. If dense particles are required, we must first achieve homogeneous
nucleation and growth in the droplet (referred to as volume precipitation in Fig.
2.32a). This is facilitated by a small droplet size and slow drying to reduce
gradients in solute concentration and temperature. A large difference between
the supersaturation concentration C,, and the saturation concentration Cy of the
solute in solution increases the nucleation rate [see Fig. 2.19 and Eq. (2.26)]. It
is also important to have a high C; (i.e., a high solute solubility) and a positive
temperature coefficient of solute solubility so that sufficient solute is available
to form filled agglomerates of touching primary particles. Furthermore, the precip-
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FiGURE 2.30 Schematic of the stages in the spray pyrolysis process. (From Ref. 89.)

itated solids should not be thermoplastic or melt during the decomposition stage.
Figure 2.32b illustrates that there are a number of possibilities for synthesizing
multicomponent and composite particles with a variety of microstructural charac-
teristics.

The drying of a droplet containing fine precipitates is quite different from
that of a liquid droplet. The fine precipitates provide a resistance to the mass
transport of the solvent vapor, and if the temperature of the drying chamber is
too high, boiling of the solution may occur leading to inflation or disintegration
of the droplet. Furthermore, the combination of fine pores between the precipitates
and rapid drying of the droplet can lead to high capillary stresses and fracture of
the particle (see Chapter 5). It is important to achieve complete decomposition
of the dried salts prior to sintering. For small-scale laboratory equipment in which
the decomposition times are small, nitrates and acetates are preferable to sulfates
because of their lower decomposition temperatures. However, acetates have a
low solubility, while nitrates, acetates and sulfates can introduce impurities into
the powder. Chlorides and oxychlorides are used industrially because of their
high solubilities, but the corrosive nature of the gases produced during decomposi-
tion and the deleterious effect of residual chlorine on subsequent sintering can
be problematic. The particles should be sintered in situ to take full advantage of
the spray pyrolysis process. The fine pores between the primary particles and
the short interparticle collision time in the process favor the formation of dense
individual particles if exposure to a high enough temperature can be achieved.

Spray Drying of Suspensions

Suspensions of fine particles (sometimes referred to as slurries) can also be dried
by spray drying. In this case, the liquid is removed in such a way as to limit the
agglomeration of the dried powder to a scale equal to or less than the size of the
droplet. Limiting the scale of the agglomeration should provide benefits in terms
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FiGURE 2.31 Examples of the particle morphologies produced in the spray pyrolysis
process. (From Ref. §9.)
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FIGURE 2.32 Effect of precipitation conditions and precursor characteristics on (A)
particle morphology and (B) composite particle microstructure in spray pyrolysis. (From
Ref. 89.)
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of better overall uniformity of the compacted body, which in turn should also
lead to benefits in sintering. An example of a powder produced by spray drying
of a suspension is shown in Fig. 2.33 for fine lead zirconate titanate particles
that were synthesized by precipitation from solution prior to the spray drying
process (90). Spray drying of suspensions is used on a large scale industrially
for granulating fine powders to control their flow and compaction characteristics
during die pressing and is considered in Chapter 6. It is also used for numerous
other applications in the food, chemical, and pharmaceutical industries (87).

Freeze Drying

In freeze drying, a solution of metal salt is broken up by an atomizer into fine
droplets, which are then frozen rapidly by being sprayed into a cold bath of
immiscible liquid such as hexane and dry ice or directly into liquid nitrogen. The
frozen droplets are then placed in a cooled vacuum chamber and the solvent is
removed, under the action of a vacuum, by sublimation without any melting. The
system may be heated slightly to aid the sublimation. The technique produces
spherical agglomerates of fine primary particles with the agglomerate size being
the same size as that of the frozen droplets. The size of the primary particles (in
the range of 10—500 nm) depends on the processing parameters such as the rate
of freezing, the concentration of metal salt in the solution, and the chemical
composition of the salt. After drying, the salt is decomposed at elevated tempera-
tures to produce an oxide.

FiGURE 2.33 Scanning electron micrograph of a spray dried lead zirconate titanate
powder prepared by spray drying of a suspension. (From Ref. 90.)
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As we observed for spray drying, the breaking up of the solution into
droplets serves to limit the scale of agglomeration or segregation to the size of
the droplet. The solubility of most salts decreases with temperature and the rapid
cooling of the droplets in freeze drying produces a state of supersaturation of the
droplet solution very rapidly. Particle nucleation is therefore rapid and growth
slow so that the size of the particles in the frozen droplet can be very fine.
When compared to the evaporation of the liquid in spray drying, the approach
to supersaturation is relatively faster so that freeze drying produces much finer
primary particles with a higher surface area per unit mass. Surface areas as high
as 60 m?/g have been reported for freeze-dried powders.

Freeze drying of solutions has been used on a laboratory scale for the
preparation of ferrite and other oxide powders. Laboratory equipment and meth-
ods are described by Schnettler et al. (91). Lithium ferrite, LiFesOg, powders
prepared by freeze drying a solution of oxalates were found to have lower sintering
temperatures and afforded better control of the grain size when compared to
similar powders prepared by spray drying (92). Finally, as we outlined for spray
drying, the freeze drying technique is also used for drying slurries. Powders of
Al,O5 produced from freeze dried slurries were found to consist of soft agglomer-
ates that could be broken down easily (93). Pressing of such powders produced
fairly homogeneous green bodies.

2.5.2.3 Gel Routes

A few methods utilize the formation of a semirigid gel or a highly viscous resin
from liquid precursors as an intermediate step in the synthesis of ceramic powders,
particularly for complex oxides when good chemical homogeneity is required.
The powder is commonly obtained by decomposing the gel or resin followed by
milling and calcination to control the particle characteristics. In the formation of
the gel or resin, mixing of the constituents occurs on the atomic scale by a
polymerization process. Provided none of the constituents are volatilized during
the decomposition and calcination steps, then the cation composition of the pow-
der can be identical to that of the original solution. Hence these methods have
the ability to achieve good chemical homogeneity. A drawback is that the decom-
position product is commonly not in the form of a powder but consists of charred
Iumps. These lumps have to be ground and calcined to achieve the desired powder
characteristics. Gel routes to ceramic powders are currently used mainly at the
laboratory scale. Key features of the methods are outlined in this section.

Sol-Gel Processing

The sol—gel route for the production of ceramics was outlined in Chapter 1 and
will be discussed in greater detail in Chapter 5. The reader will recall that the
process is best applied to the formation of films and fibers and, with careful
drying, to a few monolithic ceramics. Here, we would like to point out that the
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process, while expensive, can also be used for the production of powders. The
procedure involves the formation of a polymeric gel by the hydrolysis, condensa-
tion, and gelation of a metal alkoxide solution, which is dried and ground to
produce a powder. Carefully controlled drying is unnecessary in the production
of a powder. Dried gels with lower viscosity are easier to grind, and the extent
of contamination introduced during grinding is lower. Liquid removal under su-
percritical conditions produces almost no shrinkage so that a dried gel with low
viscosity is obtained. Grinding can usually be carried out in plastic media. Pow-
ders with the stoichiometric mullite composition (3A1,05°2Si0,) produced by
supercritical drying of gels have been shown to have fairly high sinterability (94).
The compacted powders sinter to nearly full density below ~1200°C, which is
considerably better than mullite prepared by reaction of mixed powders. The
sintering benefits are due to the amorphous structure and high surface area of
the gel-derived powders. However, crystallization of the powder prior to compac-
tion or sintering can severely reduce the sintering benefits (see Chapter 11).

The Pechini Method

The Pechini method refers to an original process developed by Pechini (95) for
the preparation of titanates and niobates for the capacitor industry. The method
has since been applied to many complex oxide compositions (96,97). Metal ions
from starting materials such as carbonates, nitrates, and alkoxides are complexed
in an aqueous solution with a-carboxylic acids such as citric acid. When heated
with a polyhydroxy alcohol, such as ethylene glycol, polyesterification occurs,
and on removal of the excess liquid, a transparent resin is formed. The resin is then
heated to decompose the organic constituents, ground, and calcined to produce the
powder. The typical steps in the method are illustrated in Figure 2.34 for the
preparation of SrTiO5; powders (98).

The Citrate Gel Method

The citrate gel method was developed by Marcilly et al. (99) and can be illustrated
by the synthesis of the ceramic superconductor YBa,Cu;0., (100). Nitrate solu-
tions of Y, Ba, and Cu were added to citric acid solution, and the pH was kept
at ~6 to prevent precipitation of barium nitrate. Heating the solution at 75°C in
air produced a viscous liquid containing polybasic chelates. Further heating at
85°C in a vacuum produced an amorphous solid that was pyrolyzed in air at
900°C to produce a crystalline powder.

The Glycine Nitrate Process

The glycine nitrate process is one of a general class of combustion methods for
the preparation of ceramic powders. A highly viscous mass formed by evaporation
of a solution of metal nitrates and glycine is ignited to produce the powder (101).
Glycine, an amino acid, forms complexes with the metal ions in solution which

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



Synthesis of Powders 109

Ethylene Glycol |

Ti n-Butoxide
(NH4lp COz + H20

“Ti Solution"

Stir

|- H 500

s HNQ3
Precipitate
Wash, Filter

“Sr,Ti Solution”

& (Doponts) SriNOzlz +Hz0
Batch
Solution H?_'warg"f" H20
Dryy 150°C
Glassy |Char 230°C, Crush
Resin Caicine 700°C ’@

FIGURE2.34 Flow chart for the preparation of strontium titanate powder by the Pechini
method. (From Ref. 98.)

increases the solubility and prevents the precipitation of the metal ions as the
water is evaporated. Good chemical homogeneity is therefore achieved, as out-
lined earlier. Glycine also serves another important function: it provides a fuel
for the ignition step of the process since it is oxidized by the nitrate ions. The
reactions occurring during ignition are highly explosive, and extreme care must
be exercised during this step. Normally, only small quantities should be ignited
at a time. Under well controlled conditions, a loose mass of very fine, crystalline
powder (particle size less than a tens of nanometers) is obtained after ignition.
When compared to the Pechini method, grinding and calcination of the
product are not required. The very fine size and crystalline nature of the powder
is believed to be a direct result of the short exposure to high temperatures during
the ignition step. With adequate process control, the glycine nitrate process offers
a relatively inexpensive route to the preparation of very fine, chemically homoge-
neous powders. It has been used for the preparation of simple oxides as well as
complex oxides (e.g., manganites, chromites, ferrites, and oxide superconductors).

2.5.2.4 Nonaqueous Liquid Reaction

Reactions involving nonaqueous liquids have been used for the synthesis of SisNy
and other nonoxide powders (18). The advantage of these methods is the higher
purity and finer particle size of the powder compared with methods that involve
grinding of a solid product. The reaction between liquid SiCl, and liquid NH;
has been used on an industrial scale by UBE Industries (Japan) to produce SizN,
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powder. Initial products of the reaction are complex, and although the reaction
can be written as

SiCl, + NH, —> Si(NH), + NH,Cl (2.54)

a more involved sequence of reactions occurs, involving the formation of poly-
meric silicon diimide and ammonium chloride triammoniate, NH,CI:3NH3;. Sili-
con diimide decomposes according to the overall reaction

3Si(NH), — Si,N, +N, +3H, (2.55)

In the UBE process, the products formed by the interfacial reaction between the
SiCl, and NHj liquids are collected and washed with liquid NH3 and calcined at
1000°C to produce an amorphous SizN,; powder. Subsequent calcination at
1550°C in N, yields a crystalline powder with a particle size of ~0.2 mm (Fig.
2.35). The characteristics of the powder are compared with those of other commer-
cial Si3N, powders in Table 2.5.

2.5.3 Vapor-Phase Reactions

Reactions involving the vapor phase have been used extensively for the produc-
tion of oxide and nonoxide powders. We will outline these methods, paying

FIGURE 2.35 Scanning electron micrograph of a commercially available Si;N, powder
(UBE-SN-E10) produced by the reaction between SiCl, and NHj; liquids. (Courtesy UBE,
Japan.)
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TABLE 2.5 Properties of Commercially Available Silicon Nitride Powders

Method of preparation
Liquid-phase Carbothermic ~ Vapor-phase
reaction of Nitridation of ~ reduction of reaction of
SiCl,/NH; Siin N, SiO, in N, SiCl,/NH;
Manufacturer UBE H. C. Stark Toshiba Toya Soda
Grade SN-E 10 H1 — TSK TS-7
Metallic impurities 0.02 0.1 0.1 0.01
(Wt%)
Nonmetallic 2.2 1.7 4.1 1.2
impurities (Wt%)
a-SizNy (Wt%) 95 92 88 90
B-SizNy (Wt%) 5 4 5 10
Si0, (Wt%) 2.5 24 5.6 —
Surface area (m*/g) 11 9 5 12
Average particle 0.2 0.8 1.0 0.5
size (m)
Tap density (g/cm?) 1.0 0.6 0.4 0.8

particular attention to the preparation of Si;N,4 and SiC powders. Crystalline Si3Ny
exists in two different hexagonal polymorphs designated a and (3, with the o
form having the slightly higher free energy at the formation temperature. Powders
of a-Si3Ny have a more equiaxial particle shape and sinter more readily than -
Si3Ny, the particles of which grow in a more elongated shape. The preparation
conditions are therefore selected to maximize the amount of the a-SizN, produced.
SiC exist in many polytypes with the two major forms designated « and 3. The
3 form is more stable at lower temperatures and transforms irreversibly to the o
form at ~2000°C. Powders produced above ~2000°C therefore consist of a-SiC
(e.g., the Acheson process described earlier). Powders of either the o form or
the 3 form are used in the production of SiC materials. However, the sintering
of B-SiC powders above ~1800—1900°C results in the transformation to the «-
phase which is accompanied by growth of plate-like grains and a deterioration
of mechanical properties. The use of B-SiC powder therefore requires very fine
powders so that the sintering temperature can be kept below ~1800°C.

We consider vapor phase preparation methods in the following categories:
(1) reactions between a gas and a solid, (2) reactions between a gas and a liquid,
and (3) reactions between two or more gases.

2.5.3.1 Gas-Solid Reaction

A widely used method for the preparation of SizN, powders is by direct nitridation
in which Si powder (particle size typically in the range 5—20 wm) is reacted with
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N, at temperatures between 1200 and 1400°C for times in the range 10-30 h.
The method is used commercially and a powder produced by H. C. Starck (Ger-
many) is shown in Fig. 2.36. The nitridation process parameters and mechanisms
are very similar to those described in Chapter 1 for the production of reaction
bonded SizN, except that a loose bed of Si powder is used rather than a shaped
article. The Si;N, powder consists of a mixture of the o and 3 phases. Some
control of the relative amounts of these two phases is achieved by controlling
the the reaction temperature, the partial pressure of the N, gas in the nitriding
atmosphere, and the purity of the Si powder.

Silicon nitride powder is also produced by the carbothermic reduction of
Si0, in a mixture of fine SiO, and C powders followed by nitridation between
1200 and 1400°C in N,. This process is used industrially by Toshiba (Japan). The
widespread availability of pure, fine SiO, and C makes this method an attractive
alternative to the nitridation of Si. While the overall reaction can be written

3510, +6C +2N, — Si,N, +6CO (2.56)

the mechanism is believed to involve the gaseous silicon monoxide, SiO, as
follows:

3Si0, (5)+3C (s) — 3SiO(s)+3CO(g) (2.57a)

FIGURE 2.36 Scanning electron micrograph of a commercially available Si;N, powder
(LC 12) produced by the nitridation of silicon. (Courtesy H. C. Starck, Germany.)
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3SiO(s) - 3SiO(g) (2.57b)

3Si0(g)+3C(s)+2N, — Si,N, (5)+3CO(g) (2.57¢)

Excess carbon is used as an oxygen sink to form gaseous CO and reduce the
amount of oxygen on the powder surface. However, any C remaining after the
reaction has to be burnt out in an oxidizing atmosphere, and this may cause some
reoxidation of the Si;N4 surfaces.

The nitridation and carbothermic reduction methods produce a strongly
agglomerated mass of Si;Ny that requires milling, washing, and classification. The
impurities introduced into the powder during these steps can cause a significant
reduction in the high-temperature mechanical properties of the fabricated mate-
rial.

A two-step process, involving the production of fine metallic particles fol-
lowed by their oxidation, has been used to synthesize oxide powders with sizes
smaller than a few tens of nanometers (102,103). In the process, a metal (e.g.,
Ti) is evaporated into an inert atmosphere (e.g., He) with pressure of ~100 Pa.
The particles that condense in the inert atmosphere are transported by convective
gas flow to a cold shroud where they adhere. Oxygen gas at a pressure of ~5
kPa is then admitted to the chamber to produce oxidation of the metal particles.
The particles are finally scraped off the cold shroud and collected. Starting with
Ti, this process produces a highly oxygen deficient oxide TiO; ; with the rutile
structure, but subsequent heating at ~300°C produces a nearly stoichiometric
composition, TiO os.

2.5.3.2 Reaction Between a Liquid and a Gas

Mazdiyasni and Cooke (104,105) showed that the reaction between liquid silicon
tetrachloride SiCl, and NHj gas in dry hexane at 0°C can be used to prepare a
fine SizN, powder with very low levels of metallic impurities (<0.03 wt%). As
described earlier for the reaction between the two liquids, the reaction is complex
but can be summarized by Eqgs. (2.54) and (2.55). The powder obtained by the
reaction is amorphous but crystallizes to a-Si3Ny after prolonged heating between
1200 and 1400°C.

2.5.3.3 Reaction Between Gases

The types of deposits that can arise from reactions between heated gases are
illustrated in Fig. 2.37 (106). Films, whiskers, and bulk crystals, as we described
in Chapter 1, are produced by heterogeneous nucleation on a solid surface by
the process known as chemical vapor deposition. The formation of particles occurs
by homogeneous nucleation and growth in the gas phase and is governed by the
same equations described earlier for the nucleation of liquid droplets from a
supersaturated vapor [Egs. (2.19)—(2.25)]. Several gas-phase reactions are used
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to produce ceramic powders industrially as well as on a laboratory scale. The
methods employ a variety of techniques for heating the reactant gases in the
reactor, including flame, furnace, plasma, and laser heating.

Flame synthesis of TiO, and SiO, forms two of the largest industrial pro-
cesses for synthesizing powders by gas phase reactions (107,108). The reactions
can be written

TiCl, (g) +2H,0(g) — TiO, (s)+4HCl(g) (2.58)

SiCl, ()+0, (g) - SiO, (s)+2Cl, (2.59)

and particle formation is illustrated in Fig. 2.38. In the formation of fumed SiO,,
SiCly reacts in an H, flame (~1800°C) to form single spherical droplets of SiO,.
These grow by collision and coalescence for to form larger droplets. As the
droplets begin to solidify, they stick together on collision but do not coalesce,
forming solid aggregates, which in turn continue to collide to form agglomerates.
A disadvantage of the process is the agglomerated nature of the particles, as shown
in Fig. 2.39 for SiO,. The advantages include a high-purity product resulting from
the use of high-purity gases, the simplicity of the reaction system, and scale up

Gas phase
Particles
Muclei
Gas ... . .
. [t § i—
Species ., ...
Whiskers
| {
Film Bulk Crystals

FiGURE 2.37 Schematic diagram illustrating the types of deposits that can form by the
reaction between heated gases. (From Ref. 106.)
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of the process, as demonstrated by the industrial production of TiO, and SiO,
powders.

Furnace, plasma, and laser heating have been used to produce SizN, and
SiC powders by several gas-phase reactions, including the following:

3SICI, (g)+4NH, (g) = Si,N, (s)+12HCI (g) (2.60)
3SiH, (g)+4NH, (g) = SN, (s)+12H, (g) (2.61)
2SiH, (g)+C,H, (g) — 2SiC (s) + 6H, (g) (2.62)

The use of silicon tetrachloride SiCly leads to highly corrosive HCI as a by-
product so that silane, SiH,, despite being expensive and flammable in air, is
generally preferred as the reactant. For Si;N4 production, NHj is used because
N, is fairly unreactive.

Prochazka and Greskovich (109) used the reaction between SiH, and NH;
at temperatures between 500 and 900°C in an electrically heated silica tube to
produce fine amorphous Siz;N, powders. Two main parameters were found to

!
# f i | Agglomerates

& 2y & ‘lAggregates

» Molten spherical primary particles

L=-Flame (reaction zone}

Reagents

Burner tube

FIGURE 2.38 Schematic diagram illustrating the formation of primary particles, aggre-
gates and agglomerates in gas phase reactions heated by a flame. (From Ref. 107.)
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FIGURE 2.39 Scanning electron micrograph of flame-synthesized SiO,. (Courtesy of
Degussa Company.)

control the reaction: the temperature and the NH3/SiH, molar ratio. For a molar
ratio >10 and at temperatures between 500 and 900°C, nearly stoichiometric
powders with a cation purity of >99.99%, surface area of 10-20 m?/g, and an
oxygen content of <2 wt% were produced. Subsequent calcination above
~1350°C yielded crystalline a-Si;N4 powder. The reaction between SiCl, and
NH; is used commercially by Toya Soda (Japan) for the production of SizNy4
powder. Table 2.5 summarizes the characteristics of the Toya Soda powder and
the other commercial SizN, powders discussed in this chapter.

Thermal plasmas have been used for decades as a source of heat for gas-
phase reactions. The use of a radiofrequency (RF) plasma has been investigated
at a laboratory level for the production of very fine powders of oxides and to a
greater extent for nonoxides such as nitrides and carbides (110). The process
parameters that control the powder characteristics are the frequency and power
level of the plasma source, the temperature of the plasma jet, the flow rate of
the gases, and the molar ratio of the reactants. While powders with high purity
and very fine particle size (e.g., 10—20 nm) can be produced by this method, a
major problem is that the powders are highly agglomerated.

Haggerty and co-workers (111-113) used a CO, laser as the heat source
for the gas phase synthesis of Si, Si3N, and SiC powders. In addition to bringing
the reactant gases to the required temperature, the laser heating serves another
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useful purpose: the frequency of the radiation can be chosen to match one of the
absorption frequencies of one or more of the reactants. A laser can therefore be
a very efficient heat source. A laboratory scale reaction cell is shown in Fig.
2.40. The laser beam enters the cell through a KCl window and intersects the
stream of reactant gases, usually diluted with an inert gas such as argon. The
powders are captured on a filter located between the cell and a vacuum pump.
An advantage of the method is that the reactions can be fairly well controlled by
manipulation of the process variables such as the cell pressure, the flow rate of
the reactant and dilutant gases, the intensity of the laser beam, and the reaction
flame temperature. The reactions described by Eqgs. (2.61) and (2.62) have been
used for the production of Siz;N,4 and SiC powders. An advantage of using SiH,
rather than SiCl, as a reactant is that it has a strong adsorption band near the
wavelength of the laser (10.6 pm).

Table 2.6 summarizes the range of powder characteristics that are generally
obtained for SizN, and SiC powders by this method. We see that most of the
desirable powder characteristics outlined at the beginning of this chapter are
achieved. The oxygen content of the powders maintained in an inert atmosphere
is fairly low, but it can increase significantly if these fine powders are exposed
excessively to oxidizing atmospheres. Although estimates indicate that the pro-
duction cost can be very competitive with other methods (e.g., the Acheson pro-
cess), particularly in the synthesis of submicron powders, the laser heating method
has not seen industrial application.

T
Tﬂlgar
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nlet
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Reoctant gas inlet Gas inlet

FiGURE 2.40 Laboratory scale reaction cell for the preparation of powders by laser
heating of gases. (From Ref. 111.)
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TABLE 2.6 Summary of the Range of Characteristics for SizN, and SiC Prepared by

Laser-Heated Gas-Phase Reactions

SiC

Powder characteristic Si3Ny
Mean diameter (nm) 7.5-50
Standard deviation of diameters
(% of mean) 2.3
Impurities (Wt%)
Oxygen 0.3
Total others <0.01
Major elements Al Ca

Stoichiometry (%) 0-60 (excess Si)
Crystallinity Amorphous-crystalline
Grain size: mean diameter ~0.5

20-50

0-10 (excess C or Si)
Crystalline Si and SiC
0.5-1.0

Source: Ref. 111.

2.6 CONCLUDING REMARKS

In this chapter we have examined a wide range of methods commonly used for
the preparation of ceramic powders. It will be recognized that scientifically, the
methods are based on sound principles of physics and chemistry, which form a
framework for understanding how the process variables influence the characteris-
tics of the powder. Practically, the methods vary considerably in the quality of
the powder produced and in the cost of production. Generally, higher powder
quality is associated with higher production cost. For a given application, we will
therefore need to examine whether the higher production cost is justified by the

higher quality of the powder produced.

PROBLEMS

2.1 For a powder with the composition of TiO,, calculate and plot the surface area of
1 g of powder as a function of the particle size. Use a size range of 5 nm to 100
pm and assume that the particles are spherical. Estimate the percentage of TiO,
molecules at the surface of the particle (relative to the total number of TiO, mole-

cules in the volume of the particle) for the same size range and plot the results on

a graph.

2.2 Show that the critical speed of rotation for a ball mill, defined as the speed required
to take the balls just to the apex of revolution is equal to (g/a)/*/2m revolutions
per second, where « is the radius of the mill and g is the acceleration due to gravity.
Determine the rotation speed for a ball mill with a radius of 5 cm which is operating

at 75% of the critical rotation speed.
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23

24

25

2.6

In an experiment to determine the kinetics of decomposition of MgCO3, a student
weighs out 20.00 g of powder and finds that the mass of powder remaining in an
isothermal experiment is as follows:

Time (min) Mass of Powder (g)

0 20.00
10 1691
20 14.73
30 13.19
50 11.35
80 10.16

Determine whether the following model equations provide a reasonable fit to the
reaction Kinetics:

a.
b.
c.
d.

The Avrami-Erofe’ev equation

The geometrical model for a contracting spherical core
The Jander equation

A first order reaction

The calcination of CaCOj; described by the equation:

has

CaCO;(S)—CaO(s) + CO(g)
a standard free energy given by
AG°=182.50—-0.16T (kJ/mol)

where T is the absolute temperature. The partial pressure of CO, in airis 3 X 1073
atm.

a.

If the calcination is carried out in flowing air in an open tube furnace, at what
temperature will CaCO; decompose to CaO?

If the calcination is carried out in a tightly sealed tube furnace, explain qualita-
tively what will happen.

Will it help to calcine in a tightly sealed tube furnace backfilled with an inert
gas such as argon or helium at 1 atm pressure?

If the calcination is carried out in a vacuum furnace with a pressure of 10~*
torr, at what temperature will the CaCO5; decompose? What drawbacks, if any,
do you see in vacuum calcination?

Consider the formation of NiCr,0O, from spherical particles of NiO and Cr,O3 when
the reaction rate is controlled by diffusion through the product layer.

a.

Sketch an assumed geometry and derive a relation for the rate of formation
early in the process.

What governs the particles on which the product layer forms?

At 1300°C, the diffusion coefficients in NiCr,O, are as follows: D¢, > Dy; >
Do. Which controls the rate of formation of NiCr,04? Explain why.

Outline the derivation of the Jander equation and discuss its limitations. How are
the limitations corrected in the Carter equation? One-micron spheres of Al,O5 are
surrounded by excess ZnO powder to observe the formation of zinc aluminate spinel
ZnAl,Oy,. It is found that 25% of the Al,O; is reacted to form ZnAl,O, during the
first 30 min of an isothermal experiment. Determine how long it will take for all
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2.11

2.12

2.13

2.14
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the Al,Oj3 to be reacted on the basis of (a) the Jander equation and (b) the Carter
equation.

In the preparation of TiO, powder by the Stober process, a student starts out with
a solution containing 20 vol% of titanium isopropoxide in isopropanol. Assuming
that the reaction is stoichiometric, how much water must be added?

Discuss the factors involved in the design of a continuous process for the preparation
of narrow-sized, unagglomerated titania powder. (See Ref. 114.)

You wish to prepare approximately 50 g of a Y,0s-stabilized ZrO, powder contain-
ing 8 mol% Y,0; by the process of co-precipitation from solution. You start by
dissolving ZrOCl,*8H,0 and YCl36H,0 in 300 cm? of deionized water and add
the solution drop-wise into a stirred, excess solution of NH,OH prepared by diluting
a concentrated NH,OH solution containing 30 wt% NHj. Determine the amount
of each starting material and the volume of each solution required for the process,
assuming that the reaction goes to completion.

Compare the key steps in the procedure and the expected particle characteristics
for a Y,O;-stabilized ZrO, powder (8 mol% Y,0s;) synthesized by the following
routes:

a. Calcination of a ball-milled mixture of submicron ZrO, and Y,O3 powders
b. Co-precipitation from solution

c. Combustion synthesis (e.g., glycine nitrate process).

Design a process for preparing ZnO powder that is uniformly coated with 0.5 mol%
Bi,05. What would the thickness of the coating be if the particle size of the ZnO
powder (assumed to be spherical in shape) is 100 nm?

A solution containing 0.1 mol/l of zinc acetate is spray roasted using a nozzle that
produces 40-pm diameter droplets produce ZnO particles. If the particles are only
50% dense, estimate their diameter.

Surface oxidation produces an oxide layer (~3 nm thick) on SiC. Assuming the
composition of the oxide layer to be that of SiO,, estimate the wt% of oxygen in
SiC powders (assumed to be spherical) with a particle size of (a) 1 wm and (b) 50
nm.

Discuss the technical and economic factors that will favor the production of SizNy
powders by laser heating of gases over the nitridation of Si. (See Ref. 111.)
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3

Powder Characterization

3.1 INTRODUCTION

Chapter 2 reviewed the important methods for the preparation of ceramic powders.
You may have observed that the quality of the powder depends on the preparation
method. You will also recall that the powder characteristics have a significant
influence on the packing homogeneity of the consolidated body and on the micro-
structural evolution of the fired body. Knowledge of the powder characteristics
serves two key purposes:

Quality control of the starting material
Ability to control the microstructure of the fabricated material

The extent to which the characterization process is taken depends on the
application. In the case of traditional ceramics, which do not have to meet exacting
property requirements, a fairly straightforward observation, with a microscope,
of the size, size distribution, and shape of the powders may be sufficient. For
advanced ceramics, however, detailed knowledge of the powder characteristics is
required for adequate control of the microstructure and properties of the fabricated
material. Commercial powders are used in most applications. Normally, the manu-
facturer has carried out most of the characterization experiments and provides
the user with the results, generally referred to as powder specifications. The
manufacturer’s specifications combined with a straightforward observation of the
powder with a microscope are sufficient for many applications.

For a powder prepared in the laboratory, a detailed set of characterization
experiments may have to be carried out. Minor variations in the chemical compo-
sition and purity of the powder, as we have seen, can have profound effects on
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the microstructure and properties of advanced ceramics. This realization has led
to a growing use of analytical techniques that have the capability of detecting
constituents, especially on the surfaces of the particles, at concentrations down
to the parts-per-million level.

The important characteristics of a powder can be categorized into four
groups: physical characteristics, chemical composition, phase composition, and
surface characteristics. For each group, the main powder properties that have a
significant influence on processing are summarized in Table 3.1. A vast number
of techniques have been developed for the characterization of solids (1). In this
chapter, we concentrate only on those techniques that have broad applications to
ceramic powders. The experimental details in performing the characterization
will, in general, not be covered as they are usually discussed at length in the
manuals supplied by the manufacturers of the equipment. Instead, we concentrate
on the principles of the methods, the range of information that can be obtained
with them, and some of their limitations.

3.2 PHYSICAL CHARACTERIZATION

Powders consist of an assemblage of small units with certain distinct physical
properties. These small units, loosely referred to as particles, can have a fairly
complex structure. A variety of terms have been used to describe them and this
has led to some confusion in the literature. In this book we adopt, with minor
modifications, the terminology proposed by Onoda and Hench (2).

TABLE 3.1 Powder Characteristics that Have a Significant Influence on Ceramic
Processing

Physical Chemical Surface
characteristics composition Phases characteristics
Particle size and Major elements  Structure (crystalline  Surface structure
distribution or amorphous)
Minor elements Surface composition
Particle shape Crystal structure
Trace elements
Degree of Phase composition
agglomeration

Surface area
Density and porosity

MarceL DEkkER, Inc.
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Powder Characterization 127

3.2.1 Types of Particles
3.2.1.1 Primary Particles

A primary particle is a discrete, low-porosity unit that can be either a single
crystal, a polycrystalline particle, or a glass. If any pores are present, they are
isolated from each other. A primary particle cannot, for example, be broken down
into smaller units by ultrasonic agitation in a liquid. It may be defined as the
smallest unit in the powder with a clearly defined surface. For a polycrystalline
primary particle, the crystals have been referred to variously as crystallites, grains,
or domains. In this book, we shall use the term crystal.

3.2.1.2 Agglomerates

An agglomerate is a cluster of primary particles held together by surface forces,
by liquid, or by a solid bridge. Figure 3.1 is a schematic diagram of an agglomerate
consisting of dense, polycrystalline primary particles. Agglomerates are porous,
with the pores being generally interconnected. They are classified into two types:
soft agglomerates and hard agglomerates. Soft agglomerates are held together by
fairly weak surface forces and can be broken down into primary particles by
ultrasonic agitation in a liquid. Hard agglomerates consist of primary particles
that are chemically bonded by solid bridges; they therefore cannot be broken
down into primary particles by ultrasonic agitation in a liquid. Hard agglomerates,
as outlined in Chapter 2, are undesirable in the production of advanced ceramics
because they commonly lead to the formation of microstructural defects.

Isolated

porosity
Continuous
parosity
Agglomerate e e Polycrystalling
primary particle

FiGURE 3.1 Schematic diagram of an agglomerate consisting of dense, polycrystalline
primary particles.
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3.2.1.3 Particles

When no distinction is made between primary particles and agglomerates, the
term particles is used. Particles can be viewed as small units that move as separate
entities when the powder is dispersed by agitation and can consist of primary
particles, agglomerates, or some combination of the two. Most particle size analy-
sis techniques would refer to such particles.

3.2.1.4 Granules

The term granules refers to large agglomerates (~100—1000 pm in size) that are
deliberately formed by the addition of a granulating agent (e.g., a polymer-based
binder) to the powder, followed by tumbling or spray drying. These large, nearly
spherical agglomerates improve the flowability of the powder during filling and
compaction in die pressing.

3.2.1.5 Flocs

Flocs are clusters of particles in a liquid suspension. The particles are held to-
gether weakly by electrostatic forces or by organic polymers and can be redis-
persed by appropriate modification of the interfacial forces through alteration of
the solution chemistry. The formation of flocs is undesirable because it decreases
the packing homogeneity of the consolidated body.

3.2.1.6 Colloids

A colloid is any system consisting of a finely divided phase in a fluid. A colloidal
suspension (or sol) consists of fine particles dispersed in a liquid. The particles,
referred to as colloidal particles, undergo Brownian motion and have a slow
(often negligible) sedimentation rate under normal gravity. The size range for
colloidal particles is approximately 1 nm to 1 pwm.

3.2.1.7 Aggregates

An aggregate is a coarse constituent in a mixture, which usually also contains a
fine constituent called the bond. Pebbles in concrete are an example, with the
fine cement particles forming the bond.

The approximate size ranges of the types of particles considered above are
summarized in Table 3.2.

3.2.2 Particle Size and Particle Size Distribution

We have seen from Chapter 2 that ceramic powders generally consist of particles
of different sizes distributed over a certain range. Some powders may have a
very narrow distribution of sizes (e.g., those prepared by chemical precipitation
under controlled conditions), whereas for others the distribution in sizes may be
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TABLE 3.2 Size Range for Particles in
Ceramic Processing

Type of particle Size range
Powder
Colloidal particle 1 nm-1 pm
Coarse particle 1 wm-100 pm
Granule 100 pm-1 mm
Aggregate >1 mm

very broad (e.g., an unclassified powder prepared by milling). Some particles are
spherical or equiaxial (i.e., with the same length in each direction), but many are
irregular in shape. Often we are required to characterize the particle size and
particle size distribution of the powder because as discussed earlier, these two
characteristics (along with the particle shape) have a key effect on the consolida-
tion and sintering of the powders.

3.2.2.1 Definition of Particle Size

For a spherical particle, the diameter is taken as the size. However, the size of
an irregularly shaped particle is a rather uncertain quantity. We therefore need
to define what the ‘‘particle size’’ represents. One simple definition of the size
of an irregularly shaped particle is the diameter of the sphere having the same
volume as the particle. This is not much help because in many cases the volume
of the particle is ill-defined or difficult to measure. Usually, the particle size is
defined in a fairly arbitrary manner in terms of a number generated by one of
the measuring techniques described later. A particle size measured by one tech-
nique may therefore be quite different from that measured by another technique,
even when the measuring instruments are operating properly.

If an irregularly shaped particle is allowed to settle in a liquid, its terminal
velocity may be compared with that for a sphere of the same density settling
under similar conditions. For laminar flow, the sphere diameter can be calculated
from Stokes law and is commonly referred to as the Stokes diameter. Using a
microscope, individual particles are observed and measured. In this case, the
particle size is commonly determined from the projected area of the particles
(projected area diameter) or a linear dimension measured parallel to some fixed
direction (Feret’s diameter or Martin’s diameter). Some definitions of particle
size are given in Table 3.3.

3.2.2.2 Average Particle Size

Bearing in mind the uncertainty in defining the size of an irregularly shaped
particle, we will now attempt to describe the average particle size of the powder.
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TABLE 3.3 Some Definitions of Particle Size

Symbol Name Definition
Xs Surface diameter Diameter of a sphere having the same surface
area as the particle
Xy Volume diameter Diameter of a sphere having the same
volume as the particle
Xsv Surface volume diameter Diameter of a sphere having the same surface
area to volume ratio as the particle
XSTK Stokes diameter (or Diameter of a sphere having the same
equivalent spherical sedimentation rate as the particle for
diameter) laminar flow in a liquid
Xpa Projected area diameter Diameter of a circle having the same area as
the projected area of the particle
Xc Perimeter diameter Diameter of a circle having the same
perimeter as the projected outline of the
particle
XA Sieve diameter Width of the minimum square aperture
through which the particle will pass
XF Feret’s diameter Mean value of the distance between pairs of

parallel tangents to the projected outline of
the particle

Xm Martin’s diameter Mean chord length of the projected outline of
the particle

As a start, let us assume that the powder consists of N particles with sizes xy, x,
X3, -+, Xy, respectively. We can calculate a mean size X and the standard deviation
in the mean s according to the equations:

X
x‘gﬁ (3.1)
= N (3.2)

The value of x is taken as the particle size of the powder, and s gives a measure
of the spread in the particle size distribution. In a random (Gaussian) distribution,
approximately two out of every three particles will have their sizes in the range
of ¥ *+ s.

Most likely the characterization technique will sort the particles into a small
number n of size categories, where n is much smaller than N. The technique may
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also produce a count of the number of particles within each category, so that
there would be n; particles in a size category centered about x;, n, of size x,
etc., and n,, of size x,. Alternatively, the mass or the volume of particles within
each size category may be obtained. We will consider the number of particles
within a size category giving rise to a number-weighted average; the representa-
tion of the data in terms of the mass or volume of particles within a size category
will follow along similar lines. The mean size and the standard deviation can be
determined from the data according to the equations:

n
zn,-x,-

— =

N T n

2 (3.3)

i=1

1/2

ini(xi—)_c)z
_| =t

s
n
s
i1 34
For comparison, the volume-weighted average size is
n n
4
S S
— i=1 _ =l
Yy =T
3
Sv o S
i=1 i=1 3.5

The reader will recognize that the mean particle size determined from Eq. (3.3)
is the arithmetic mean. This is not the only mean size that can be defined, but it
is the most significant when the particle size distribution is normal. The geometric
mean X, is the nth root of the product of the diameter of the n particles and is
given by

= (3.6)

It is of particular value when the distribution is lognormal. The harmonic mean,
X5, 1s the number of particles divided by the sum of the reciprocals of the diameters
of the individual particles:
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— i=1

=
n[
2 (3.7)

i=1 X

It is related to the specific surface area and is of importance when the surface
area of the sample is concerned.

The mean particle size determined from Eq. (3.3) is sometimes referred to
as the linear mean diameter and denoted as Xy; when it is required to distinguish
it from the surface mean diameter, Xys, and the volume mean diameter Xyy. The
surface and volume mean diameters are defined by

(3.8)

(3.9)

3.2.2.3 Representation of Particle Size Data

A simple and widely used way to describe the data is in terms of a histogram.
A rectangle is constructed over each interval, with the height of the rectangle
being proportional to the percent or fraction of particles within a size interval.
Using the data given in Table 3.4, a histogram is shown in Fig. 3.2. A variation
of this representation is to construct the rectangles of the histogram such that
their areas are proportional to the number of particles in the intervals. The total
area under the histogram is equal to the number of particles counted. To aid the
comparison of histograms for different powders, it is useful to reduce this number
to 100 by making the areas of the rectangles equal to the percentages of the
particles in the intervals.

It is commonly more useful to plot the data as a cumulative size distribution
by summing the percent (or fraction) of particles finer than a given size, defined
as the cumulative number percent finer (CNPF), or larger than a given size,
defined as the cumulative number percent larger (CNPL). Using the data in Table
3.4, the CNPF is also shown in Fig. 3.2, where a smooth curve is drawn through
the data points.
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TABLE 3.4 Particle Size Distribution Data

Number in size Size, x; Number gy (x)°
Size range range, 7; (pm) fraction CNPF* (1/pm)
<10 35 5 0.005 0.5 0.001
10-12 48 11 0.007 1.2 0.003
12-14 64 13 0.009 2.1 0.004
14-16 84 15 0.012 33 0.005
16-18 106 17 0.015 4.8 0.007
18-20 132 19 0.019 6.7 0.009
20-25 468 22.5 0.067 134 0.012
25-30 672 27.5 0.096 23.0 0.019
30-35 863 325 0.124 354 0.025
35-40 981 37.5 0.141 49.5 0.028
40-45 980 42.5 0.141 63.6 0.028
45-50 865 47.5 0.124 76.0 0.025
50-55 675 52.5 0.097 85.7 0.020
55-60 465 57.5 0.067 924 0.006
60-70 420 65 0.060 98.4 0.006
70-80 93 75 0.013 99.7 0.001
80-90 13 85 0.002 99.9 0.001
90-100 1 95 0 99.9 —
>100 4 — 0.001 100 —

# CNPF = cumulative number percent finer.
®Xy =40 um [Eq. (3.3)]; s = 14 um [Eq. (3.4)].
Source: Ref. 5.

In many cases it is necessary to provide a more complete description of
the particle size data in terms of a mathematical equation, the parameters of which
can be used to compare different powders. If the number of particles were fairly
large and the size intervals Ax were small enough, then we would be able to fit
a reasonably smooth curve through the particle size distribution data. Normally,
the cumulative size distribution data is used as the starting point (rather than the
histogram) and a smooth curve is fitted through the data. We are now assuming
that the cumulative size distribution is some smoothly varying function of x,
which we denote as Qn(x). The fractional size distribution function, gy(x), is then
obtained from Qn(x) by taking the derivative:

d
qy (¥) =0 (%) (3.10)

where gn(x) dx is the fraction of particles with sizes between x and x + dx.
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FIGURE 3.2 Particle size distribution data of Table 3.4 represented in terms of a histo-
gram and the cumulative number percent finer (CNPF) than a given size.

The function gn(x) represents the measured size distribution, and this is
used for the description of the data in terms of a mathematical equation. Figure
3.3 shows the measured size distribution determined from the data plotted in Fig.
3.2. Usually, the measured size distribution function is fitted in terms of an ex-
pected size distribution, such as the normal distribution:

1 (x-x)°
RV R (3.11)

where ¥ is the mean particle size and s is the standard deviation in the mean
particle size. In practice, the values of ¥ and s are adjusted in a curve-fitting
routine until the best fit to the data is obtained. Since we are assuming the data
are smoothly varying functions, the mean size and standard deviation must now
be defined in terms of equations appropriate to the normal distribution:

B J: xqy (x)dx
X=="—
| gy (x)ax (3.12)
[~ ay (x)(x-%) ax
s = oo
[ gy (x)dx (3.13)
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FiGURE 3.3 Particle size distribution data of Fig. 3.2 fitted to a smooth curve.

A serious problem with the normal distribution is that it predicts a finite fraction
of particles with sizes less than zero. Furthermore, the largest particle size does
not have a limit and is infinite. Therefore, the normal distribution seldom gives
a good fit to real particle size data.

A better equation that has been found to give a good approximation to the
size distribution of powders prepared by spray drying or by mechanical milling
is the lognormal distribution:

1 (lnx—)?)2
gy (Inx) = exp| ——————
sV2m 2s (3.14)

where ¥ is now the mean of the natural logarithm of the particle sizes and s is
the standard deviation of the natural logarithm of the particle sizes. Unlike the
normal distribution, the lognormal distribution accounts for particle sizes greater
than zero; however the largest size is still unlimited.

An empirical function that has been observed to describe the particle size
distribution of milled powders is the Rosin—Rammler equation. The equation has
undergone a number of modifications; one form is

0, (x) = obx*" exp(—bx") (3.15)

where Qy(x) is the mass fraction of particles with sizes between x and x + dx,
and o and b are empirical constants for the powder being analyzed. The value
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of a is typically found to be between 0.4 and 1.0. Another empirical distribution
function that has been used to describe the size distribution of milled powders
is the Gates—Gaudin—Schuhman equation:

X (3.16)

max

where x.. 1S the maximum particle size and « is an empirical constant for
the powder. Unlike the lognormal distribution, both the Rosin—Rammler and
Gates—Gaudin—Schuhman equations have a finite size for the largest particle.

3.2.3 Particle Shape

Particle shape influences the flow properties and packing of powders as well as
their interaction with fluids (e.g., viscosity of a suspension). Qualitative terms
are sometimes used to give an indication of the nature of particle shape (e.g.,
spherical, equiaxial, acicular, angular, fibrous, dendritic, and flaky). However,
except for the fairly simple geometries such as a sphere, cube, or cylinder, the
quantitative characterization of particle shape can be fairly complex. The shape
of a particle is commonly described in terms of a shape factor, which provides
some measure of the deviation from an idealized geometry, such as a sphere or
a cube. For elongated particles, the most common way of representing the shape
is in terms of the aspect ratio, defined as the ratio of the longest dimension to
the shortest dimension. For powders, the sphere is used as a reference, and the
shape factor is defined as:

surface area of the particle

Shape factor = 1 :
v surface area of a sphere with the same volume (3.17)

where s is referred to as the sphericity. According to Eq. (3.17), the shape factor
of a sphere is unity, and the shape factor for all other shapes is greater than unity
[e.g., (6/m)"? or 1.24 for a cube]. Unfortunately, the use of a shape factor (or
sphericity) is ambiguous; radically different shapes can have the same shape
factor.

Shape coefficients have also been used to characterize particle shape. They
relate the measured size, x, determined by one of the techniques described later,
and the measured particle surface area A or volume V:

A=, 1 (3.18a)
V=0, (3.18b)

where o, is the area shape coefficient and «y is the volume shape coefficient.
According to this definition, the area and volume shape coefficients for the sphere
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are  and /6, respectively, whereas for the cube, the area and volume shape
coefficients are 6 and 1, respectively.

Because of its complexity, a detailed quantification of the shapes of irregu-
larly shaped particles may not provide significant practical benefits. The trend
in ceramic processing is toward increasing use of spherical or equiaxial particles
because they produce better packing homogeneity in the consolidated body. The
use of these spherical or equiaxial particles combined with the direct measurement
of the surface area of the particles provides a far more effective approach.

3.2.4 Measurement of Particle Size and Size
Distribution

Excellent accounts of the principles and practice of particle size measurement
are given in Refs. 3 and 4. Table 3.5 shows the common methods used for the
measurement of particle size and particle size distribution, together with their
approximate size range of applicability. The main features of these methods are
described below.

3.2.4.1 Microscopy

Microscopy is a fairly straightforward technique that offers the advantage of
direct measurement of the particle size coupled with simultaneous observation
of the individual particles, their shape, and the extent of agglomeration. It usually
forms the first step in the characterization of ceramic powders. Optical micro-
scopes can be used for particle sizes down to ~1 pm, while electron microscopes

TABLE 3.5 Common Methods for the Measurement of
Particle Size and Their Approximate Range of Applicability

Method Range (wm)
Microscopy

Optical > 1

Scanning electron >0.1

Transmission electron > 0.001
Sieving 20-10000
Sedimentation 0.1-100
Coulter counter 0.5-400
Light scattering

Scattering intensity 0.1-1000

Brownian motion 0.005-1
X-ray line broadening <0.1
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can extend the range down to ~1 nm. Commonly, the sample is prepared by
adding a small amount of the powder to a liquid to produce a dilute suspension.
After suitable agitation (e.g., with an ultrasonic probe), a drop of the suspension
is placed on a glass slide or a microscope stub. Evaporation of the liquid leaves
a deposit that is viewed in the microscope. Good separation of the particles must
be achieved. Because of the small amount of powder used in the measurements,
care must also be taken to ensure that the deposit is representative of the original
powder batch.

Particle size measurements are usually made from micrographs. The method
is extremely tedious if it is done manually. Automatic image analysis of mi-
crographs or an electronic display can reduce the amount of work considerably.
Normally a large number of particles (a few hundred) need to be measured. As
would be apparent, microscopy produces a particle size distribution based on the
number of particles within an appropriate size range.

The image of a particle seen in a microscope (or micrograph) is two-dimen-
sional and from this image an estimate of the particle size has to be made. Some
of the more common measurements of the size are the following (Fig. 3.4):

1. Martin’s diameter (xy;) is the length of a line that bisects the area of
the particle image. The line can be drawn in any direction but the
same direction must be maintained for all of the measurements.

2. Feret’s diameter (x) is the distance between two tangents on opposite
sides of the particle, parallel to some fixed direction.

Circle of equal
projected area

FiGURE 3.4 Representative two-dimensional diameters of particles observed in a micro-
scope.
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3. The projected area diameter (xp4) is the diameter of a circle having
the same area as the two-dimensional image of the particle.

4. The perimeter diameter (xc) is the diameter of the circle having the
same circumference as the perimeter of the particle.

5. The longest dimension is equal to the maximum value of Feret’s
diameter.

3.2.4.2 Sieving

The use of sieves for separating particles into fractions with various size ranges
is the oldest and one of the most widely used classification methods. The particles
are classified in terms of their ability or inability to pass through an aperture with
a controlled size. Sieves with openings between approximately 20 wm and 10
mm are constructed with wire mesh and are identified in terms of a mesh size
and a corresponding aperture size. The wire mesh has square apertures, the size
of which depends on the number of wires per linear dimension and the diameter
of the wire. The mesh size is equal to the number of wires per linear inch of the
sieve screen, which is the same as the number of square apertures per inch (Fig.
3.5). The mesh number M, aperture width a, wire diameter w, and the open area
A are related by the following equations:

1
M:
a+w (3.19a)
1
a=—r-w (3.19b)
M .
2
A=——=(Ma)
(a+w) (3.19¢)

-

S I
o U o

! 1 inch (25.4 mm)

4 7

Ficure 3.5 Dimensions of woven wire cloth in sieves.
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For example, a 400 mesh sieve with an aperture of 38 pm has a wire diameter
of 25.5 pm and an open area of 36%. The use of special metal sieves can extend
the range of sieving to 5 wm or lower, while punched plate sieves can extend
the upper range to ~125 mm.

Summaries of sieve apertures according to the American standard (ASTM
E 11-87) and the British standard (BS 410) are given in the Appendix. The
American standard apertures are in the progression of 2. Originally the aper-
tures were determined taking 75 pm as the reference value, but the current interna-
tional standard (ISO) uses 45 wm as the reference value.

Sieving may be carried out in the dry or wet state by hand or by a machine.
However, most sieving is done in the dry state on a machine designed to impart
the necessary shaking, rotating, or vibrating motion to the material on the screens.
Several sieves are stacked together, with the coarsest mesh aperture at the top
and the smallest at the bottom and with the powder placed on the top sieve. A
closed pan is placed at the bottom of the stack to collect the fines, and a lid is
placed on the top sieve to prevent loss of material. A stack commonly consists
of four to six sieves arranged in a V2 progression of sizes. The stack is vibrated
for a fixed time, and the residual mass of powder on each sieve is measured. For
routine classification, sieving is commonly carried out for 20 to 30 min. Reference
should be made to the American or British standard for a complete description
of the procedure. Agglomeration of the powder and clogging of the screens during
sieving of a dry powder can lead to significant problems below ~40 pm. The
use of pulsed jets of air to reduce clogging or wet sieving in which the particles
are dispersed in a liquid can alleviate the problems. Wet sieving is also required
when the powder to be tested is already suspended in a liquid.

Adequate separation of the particles into their true size fractions requires
a fairly long time. Since it is normally too time-consuming to sieve for such a
long time, the particle size distribution, obtained from most sieving operations
is only approximate. However, this approximate size characterization can be quite
useful for the selection or verification of raw materials in the traditional ceramic
industry. The various fractions produced by sieving are weighed so that a particle
distribution based on mass is obtained. For elongated particles, the method gener-
ally favors measurement of the longer particle dimension. Sieving is not feasible
for powders of advanced ceramics, where the particle size is normally less than
1 pm. Furthermore, it should not be used for clean powders because of the
expected contamination with metallic impurities from the sieves.

3.2.4.3 Sedimentation

A spherical particle falling in a viscous liquid with a sufficiently small velocity
soon reaches a constant velocity called the terminal velocity, where the effective
weight of the particle is balanced by the frictional force exerted on it by the
liquid. The frictional force F on the particle is given by Stokes law:
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F =6nnav (3.20)

where m is the viscosity of the liquid, a is the radius of the particle, and v is the
terminal velocity. Equating F to the effective weight of the particle gives

172
18nv
X=|—"-—1"
{(ds— dL)gl (3:21)

where x is the diameter of the sphere, g is the acceleration due to gravity, and
ds and d; are the densities of the particle and the liquid, respectively. Equation
(3.21) is normally referred to as Stokes equation, which is not to be confused
with Stokes law [Eq. (3.20)]. Measurement of the sedimentation rate can therefore
be used to determine the sphere diameter from Stokes equation. When particle
shapes other than spheres are tested, the measured particle size is referred to as
the Stokes diameter xstk, or the equivalent spherical diameter.

Determination of particle size from Eq. (3.21) has a limited range of valid-
ity. Stokes law is valid for laminar or streamline flow (i.e., where there is no
turbulent flow) and assumes that there are no collisions or interactions between
the particles. The transition from laminar to turbulent flow occurs at some critical
velocity, v., given by

% Sl
© dx (3.22)

where Ny is a dimensionless number called the Reynolds number. The transition
from laminar to turbulent flow occurs when its value is ~0.2. Therefore,

d
Vrix <02 laminar flow (3.232)

YhX 05 turbulent flow

(3.23b)

The maximum particle size for laminar flow can be found by substituting for v
from Eq. (3.21) into Eq. (3.23). For Al,O;5 particles dispersed in water at room
temperature, Xp.x =~ 100 pwm.

For sufficiently small particles undergoing sedimentation under gravity,
Brownian motion resulting from collisions with the molecules of the liquid may
displace the particle by a measurable amount. This effect puts a lower limit to
the use of gravitational settling in water at ~1 pm. Faster settling can be achieved
by centrifuging the suspension, thereby extending the size range down to ~0.1
pm.
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In the sedimentation method, the powder may be introduced as a thin layer
on top of a column of clear liquid (sometimes referred to a two-layer or line-
start technique), or it may be uniformly dispersed in the liquid (the homogeneous
suspension technique). The particle size distribution is determined by measuring
the change in concentration (or density) of the suspension as a function of time,
height along the suspension, or both. A light beam or an x-ray beam is projected
at a known height through a glass cell containing the suspension and the intensity
of the transmitted beam is measured by a photocell or an x-ray detector located
at the opposite side. According to Eq. (3.21), particles with a larger velocity will
settle first, followed by successively smaller particles. The intensity / of the
transmitted beam will increase according to the equation:

I =1 exp(—KACy) (3.24)

where I, is the intensity of the incident beam, K is a constant called the extinction
coefficient, A is the projected area per unit mass of particles, C is the concentration
by mass of the particles, and y is the length of the light path through the suspen-
sion. The particle size distribution [e.g., the cumulative mass percent finer
(CMPF) versus the Stokes diameter] is deconvoluted from the measured intensity
ratio, //1,, coupled with Eq. (3.21).

3.2.4.4 Electrical Sensing Zone Techniques (the
Coulter Counter)

In the Coulter counter, the number and size of particles suspended in an electrolyte
are measured by causing them to flow through a narrow orifice on either side of
which an electrode is immersed (Fig. 3.6). As a particle passes through the orifice,
it displaces an equivalent volume of the electrolyte and causes a change in the
electrical resistance, the magnitude of which is proportional to the volume of the
particle. The changes in resistance are converted to voltage pulses, which are
amplified, sized, and counted to produce data for the particle size distribution of
the suspended particles. Since the number and volume of the particles are mea-
sured in this technique, the particle size distribution will consist of the CNPF (or
CNPL) versus the volume diameter xy.

The effect of particle shape on the data is subject to some doubt. While it
has been claimed that particle shape, roughness, and the nature of the material
have little effect on the analysis, there is considerable evidence that the measured
size parameter corresponds to the overall envelope of the particle (3). The tech-
nique is suitable for dense particles with sizes in the range 1-100 wm, but with
care and the use of multiple orifices, the range can be extended to 0.5-400 pm.
It is most sensitive when the particle size is close to the diameter of the orifice.
However, blocking of the orifice by larger particles can be a tedious problem.
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FiGURE 3.6 Electrical sensing zone apparatus (Coulter counter).

Originally applied to the counting of blood cells, the technique has become fairly
popular for particle size analysis of ceramic powders.

3.2.4.5 Light Scattering

A light beam with an intensity /, entering one end of a column of smoke will
emerge from the other end with an intensity I that is less than 7,. However, most
of the decrease in the intensity of 7 in this case is not due to absorption by the
smoke particles (which represents an actual disappearance of light) but to the
fact that some light is scattered to one side by the smoke particles and thus
removed from the direct beam. A considerable intensity, I, of scattered light may
easily be detected by observing the column from the side in a darkened room.
For a system of fine particles dispersed in a liquid or gas, measurement of
I, provides a versatile and powerful technique for determining particle size data.
Large particles tend to reflect light back toward the source in much the same
way as this page ‘‘backscatters’ light towards the reader’s eyes. However, as
the particle size is decreased towards the wavelength of the light, there is a greater
tendency for the light to be scattered in the forward direction, i.e., at small angles
to the direction of the incident beam (Fig. 3.7). Many instruments are based on
measuring I, of this forward-scattered light as a function of the scattering angle.
The dependence of /; on the size of the particles is governed by rigorous diffraction
theory. Because of the complexity of the general theory, three limiting cases,
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stated in terms of the ratio of the particle size x to the wavelength A\ of the incident
light, are commonly considered:

1. x << A\, Rayleigh scattering theory
2. x = \, Mie theory
3. x >> A, Fraunhofer diffraction theory

The first quantitative study of scattering by small particles was made in 1871 by
Rayleigh. The theory shows that [ is proportional to the square of the volume
of the particle. For larger particles (x >> N\), Fraunhofer diffraction theory applies
and the distribution of I, is similar to that for diffraction from a single slit, where
the size of the scattering particle takes the place of the slit width. In the Fraunhofer
theory, I is proportinal to the square of the slit width, so that for scattering from
particles, I is proportinal to the projected area of the particle. Based on diffraction
theory, the scattering angle, 0, is inversely proportional to the particle size and
is given by

1.22%

X

sin@ = (3.25)
Smaller particles scatter a small amount of light, but according to Eq. (3.25),
they scatter the light thorugh a larger angle.

In recent years, because of the ready availability of the laser for providing
an intense, monochromatic source of light (e.g., He-Ne laser emitting light with
a wavelength of 0.63 wm) and the reduced cost of computers for data analysis,
light scattering has become an important technique for particle size measurement.

90° scaftering
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R X »
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FiGURE 3.7 Illustration of forward scattering of light by small particles.
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The powder can be analyzed in the dry state or, more commonly, as a dilute
suspension. The measurements can be made accurately and fairly rapidly. For
instruments based on the Fraunhofer diffraction theory, a reliable size range is
~2-100 pm. However, the use of special light collection systems and the Mie
theory can extend the range to ~0.1-1000 pm.

Particles smaller than ~1 pwm display Brownian motion when dispersed in
a liquid due to collisions with the molecules of the liquid. The motion increases
with temperature (increase in momentum of the colliding molecules) and with a
decrease in particle size (greater probability of the collision on one side of the
particle not matching that on the other size and the enhanced response of a smaller
particle to the unbalanced collision). Brownian motion leads to scattering of the
incident light and to fluctuations in the average intensity. A light detector (often
arranged at right angles to the incident light) records these fluctuations, and
the data are used to determine particle size data based on the Stokes—Einstein
equation:

kT
3D (3.26)

where a is the radius of the particle (assumed spherical), &k is the Boltzmann
constant, 7 is the absolute temperature, m is the viscosity of the liquid, and D is
the diffusion coefficient. This technique, sometimes referred to as dynamic light
scattering or photo correlation spectroscopy, can be used for particle size measure-
ments in the range of ~5 nm to ~1 pm.

3.2.4.6 x-ray Line Broadening

The broadening of x-ray diffraction peaks provides a convenient method for
measuring particle sizes below ~0.1 wm (6-8). As the crystal size decreases, the
width of the diffraction peak (or the size of the diffraction spot) increases. An
approximate expression for the peak broadening is given by the Scherer equation:

. CA
BcosO (3.27)

where x is the crystal size, C is a numerical constant (~0.9), \ is the wavelength
of the x-rays, [ is the effective broadening as a full width at half maximum
(FWHM) in radians, and 0 is the diffraction angle for the peak. The effective
broadening {3 is the measured broadening corrected for the broadening due to (1)
the instrument and (2) residual stress in the material. Broadening due to the
instrument is most accurately determined by using a single crystal with a cali-
brated broadening. Residual stress arises from cooling or heating the sample
which can trap compressive or tensile stresses in the material due to inhomogene-
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ous or anisotropic thermal expansion. Depending on the magnitude and sign of
the stresses, a broadening of the peaks occurs which increases as tan 6. Since
the broadening due to crystal size [Eq. (3.27)] varies as 1/(cos 8), the broadening
due to residual stress can be separated. Computerized software available with
most modern diffractometers allow for fairly rapid and accurate determination
of the crystal size by the line broadening technique.

The reader may have noticed that we have used the term crystal size to
describe the size obtained by x-ray line broadening. This is because the technique
gives a measure of the size of the crystals regardless of whether the particles
consist of single crystals, polycrystals, or agglomerates. If the primary particles
consist of single crystals, then the crystal size determined by x-ray line broadening
will be comparable to the particle size determined by other methods such as
electron microscopy. For polycrystalline primary particles or agglomerates, it will
be much smaller than the size determined by other methods.

3.2.5 Surface Area

The surface area of powders is important in its own right but can also be used
to determine the average particle size when certain assumptions are made concern-
ing the particle shape and the presence or absence of pores. Techniques for mea-
suring the surface area are based on the phenomenon of gas adsorption (3,9).
The term adsorption, in the present context refers to condensation of gases (adsor-
bate) on the free surfaces of the solid (adsorbent) and should be distinguished
from absorption, where the gas molecules penetrate into the mass of the absorbing
solid. Adsorption is commonly divided into two categories:

1. Physical adsorption in which the adsorption is brought about by physi-
cal forces between the solid and the gas molecules (similar in nature
to the weak van der Waals forces that bring about condensation of a
vapor to a liquid)

2. Chemical adsorption or chemisorption where the adsorbed gases will
have developed strong chemical bonds with the surface

In the present section we are concerned with physical adsorption, the type of
adsorption that is the basis for the common techniques for surface area measure-
ment.

In the determination of the surface area, the amount of gas adsorbed by a
fixed mass of solid at a fixed temperature is measured for different gas pressures
p. Commonly, a known volume of gas is contacted with the powder, and the
amount of gas adsorbed is determined from the fall in gas pressure by application
of the gas laws. A graph of amount of gas adsorbed versus p (or p/p,, if the gas
is at a pressure below its saturation vapor pressure p,,), referred to as the adsorption
isotherm, is plotted. In the literature, there are thousands of adsorption isotherms
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measured for a wide variety of solids. However, the majority of these isotherms
can be conveniently grouped into five classes (Fig. 3.8): Types I to V of the
original classification proposed by Brunauer, et al. (10), referred to as the Bru-
nauer, Emmett, and Teller (BET) classification (11) or simply the Brunauer classi-
fication (12). The Type VI isotherm, referred to as the stepped isotherm, is rela-
tively rare but is of particular theoretical interest. The adsorption of gases by
nonporous solids in the vast majority of cases gives rise to a Type II isotherm.
From this isotherm, it is possible to determine a value for the monolayer capacity
of the solid, defined as the amount of gas required to form a monolayer coverage
on the surface of unit mass of the solid. From this monolayer capacity, the specific
surface area of the solid can be calculated.

A kinetic model for adsorption was put forward almost a century ago by
Langmuir (13) in which the surface of the solid was assumed to be an array of

I hi
a
B
< m v
o
il
=
=
w
o
B
[
2 8
=
=
=1
E
1,
v ¥l

Relative pressure, p/p,

FiGURE 3.8 The five types of adsorption isotherms consisting of Types I to V of the
original classification proposed by Brunauer et al. (10), together with Type VI, the stepped
isotherm.
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adsorption sites. He postulated a state of dynamic equilibrium in which the rate
of condensation of gas molecules on the unoccupied surface sites is equal to the
rate of evaporation of gas molecules from the occupied sites. The analysis leads
to the equation:

V. bp

V. 1+bp (3.28)

m

where V is the volume of gas adsorbed per unit mass of solid at a gas pressure
p, V,,1s is the volume of gas required to form one monolayer, and b is an empirical
constant. Equation (3.28) is the familiar Langmuir adsorption equation for the
case when adsorption is confined to a monolayer. It is more appropriate to Type
I isotherms.

By adopting the Langmuir mechanism and introducing a number of simpli-
fying assumptions, Brunauer et al. (11) were able to derive an equation to describe
multilayer adsorption (Type II isotherm) which forms the basis for surface area
measurement. The equation, commonly referred to as the BET equation, can be
expressed in the form

_rlp, 1 e-lp
V(1-p/p,) V.c V. p, (3.29)

where ¢ is a constant and the other terms are as defined earlier. When applied
to experimental data, a plot of the left-hand side of Eq. (3.29) versus p/p,, should
yield a straight line with a slope s and an intercept i given by

= 1
V.c (3.30a)
1= L
Ve (3.30b)
The monolayer volume V,, can therefore be obtained from
y =L
"os+i (3.31)

We can now use V,, to calculate the specific surface area of the solid from:

S :NAG‘/m
vy (3.32)

o

where the symbols, expressed in their most commonly used units, are defined as
follows:
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S,, = the specific surface area (m?*/g)

N4 = the Avogadro number (6.023 X 10* mol 1)

o = area of an adsorbed gas molecule (16.2 X 10~2° m? for nitrogen)
V,, = monolayer volume (in cm?/g)

V, = the volume of 1 mol of the gas at STP (22,400 cm?/mol)

Substituting these values in Eq. (3.27) gives, for nitrogen adsorption,
S, =435V, (3.33)

Assuming that the powder is unagglomerated and that the particles are spherical
and dense, the particle size can be estimated from the equation

6

X =
S, d, (3.34)

where d; is the density of the solid.

The validity of the BET equation is commonly stated to extend over the
range of relative pressures (p/p, values) of ~0.05 and ~0.3, but there are numer-
ous examples where the BET plot departs from linearity at relative pressures
below ~0.2. Although several gases have been used as the adsorbate, the standard
technique is the adsorption of nitrogen at the boiling point of liquid nitrogen
(77K). The molecular area o = 16.2 X 10~2° m? (16.2 A?) has gained widespread
acceptance for the determination of surface area from Type II isotherms. Argon
(0 = 16.6 X 1072° m?) is a good alternative because it is chemically inert, it
is composed of spherically symmetrical, monatomic molecules, and its adsorption
is relatively easy to measure at the boiling point of liquid nitrogen. Nitrogen or
argon works well for powders with a specific surface area greater than ~1 m?%
g. For powders with lower surface areas, the use of krypton (¢ = 19.5 X 1072
m?) at the boiling point of liquid nitrogen is recommended.

3.2.6 Porosity of Particles

Depending on the method used to synthesize them, many powders may consist
of agglomerates of primary particles which are highly porous. Commonly, it is
necessary to quantitativly characterize the porosity and pore size distribution of
the agglomerates. For pores that are accessible (i.e., pores that are not completely
isolated from the external surface), two methods have been used: gas adsorption
(sometimes referred to as capillary condensation) and mercury intrusion poro-
simetry (referred to simply as mercury porosimetry). The characteristic pore fea-
ture of interest is the size, taken as the diameter, radius, or width. A classification
of pores according to their size is given in Table 3.6. Although there is considera-
ble overlap in the range of applicability, gas condensation is applicable to pore
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size measurement in the mesopore range, while mercury porosimetry is better
applied to the macropore range.

3.2.6.1 Gas Adsorption

At lower gas pressures, (p/p, <~0.3), the adsorbed gas produces multilayer
coverage of the solid surface, and as described earlier, this forms the basis for
the BET method. At higher pressures, the gas may condense to a liquid in the
capillaries of a porous solid and this condensation can be used to determine the
pore size and pore size distribution. When condensation occurs, the isotherm
(Fig. 3.9) is commonly found to possess a hysteresis loop between the adsorption
and the desorption branches, which is characteristic of Type IV isotherms.
Assuming cylindrical capillaries with a radius r, the relative gas pressure
in the capillaries when condensation occurs is governed by the Kelvin equation:

2 - -2v,,V, cos®
P, RTr (3.35)

where p is the gas pressure over a meniscus with radius r, p, is the saturation
gas pressure of the liquid having a plane surface, v,y is the surface tension of
the liquid—vapor interface, V, is the molar volume of the liquid, 0 is the contact
angle between the liquid and the pore wall, R is the gas constant and 7 is the
absolute temperature. From the Kelvin equation it follows that the vapor pressure
p over a concave meniscus must be less than p,,. Consequently, capillary condensa-
tion of a vapor to a liquid should occur within a pore at some pressure p determined
by the radius r for the pore and less than p,,.

The determination of the pore size distribution by application of the Kelvin
equation to the capillary condensation part of the Type IV isotherms is almost
entirely restricted to the use of nitrogen as the adsorbing gas. This is largely a
reflection of the widespread use of nitrogen for surface area measurements so
that both surface area and pore size distribution can be obtained from the same
isotherm. If the volume of gas adsorbed on the external surface of the solid is

TABLE 3.6 Classification of Pores
According to Their Size (Diameter or Width)

Category Pore Size (nm)
Micropores <2
Mesopores 2-50
Macropores >50
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FiGURE 3.9 Nitrogen adsorption (open circles) and the desorption data (filled circles)
used in the determination of pore size distribution. (From Ref. 3.)

small compared to that adsorbed in the pores, then the volume of gas adsorbed
V,, when converted to a liquid (condensed) volume V,, gives the pore volume.
The relationship between V, and V., is

_MV
Y, (3.36)

c

where M,, is the molecular weight of the adsorbate, p; is the density of the
liquefied gas at its saturated vapor pressure, and V,, is the molar gas volume at
STP (22,400 cm?). For nitrogen: M,, = 28 g and p, = 0.808 g/cm?, so that

V.= 1547107V, (3.37)

For nitrogen adsorption at the boiling point of liquid nitrogen (77K), v,y = 8.72
X 1073 N/m, V; = 34.68 X 10~®m?, and 0 is assumed to be zero, so that Eq.
(3.35) becomes
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—4.05%10""
=—— X nm
log(p/p,) (3.38)

Typical values for p/p, are in the range 0.5-0.95; so the gas adsorption is appropri-
ate to pore radius values in the range of ~1-20 nm.

For any relative pressure p/p, on the isotherm, V. gives the cumulative
volume of the pores having pore radius values up to and equal to r;, where V;
and r; are determined from Egs. (3.37) and (3.38), respectively. The pore size
distribution curve, v(r), versus r is obtained by differentiating the cumulative
pore volume curve with respect to r [i.e., v(r) = dV./dr]. This analysis does not
take into account that when capillary condensation occurs, the pore walls are
already covered with an adsorbed layer of gas. Thus the capillary condensation
occurs not directly in the pore itself but in the inner core. The calculated values
for the pore size are therefore appropriate to the inner core.

As outlined earlier, a characteristic feature of Type IV isotherms is its
hysteresis loop. The exact shape of the loop varies from one adsorption system
to another, but as seen from Fig. 3.9, at any given relative pressure, the amount
adsorbed is always greater along the desorption branch than along the adsorption
branch. Ink-bottle pores, consisting of a cylindrical pore closed at one end and
with a narrow neck at the other end (Fig. 3.10a), have played a prominent role
in the explanation of the hysteresis. It is easily shown that the adsorption branch
of the loop corresponds to values of the pore radius of the body and the desorption
branch corresponds to values of the pore radius of the neck. The representation
of a pore as narrow-necked bottle is overspecialized, and in practice a series of
interconnected pore spaces (Fig. 3.10b) rather than discrete bottles is more likely.

j2rw 2!};
i

(a) (b)

FiGURE 3.10 (a) Ink-bottle pores associated with hysteresis in capillary condensation,
and (b) more practical interconnected pore spaces.
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3.2.6.2 Mercury Porosimetry

In ceramics, mercury porosimetry is more widely used than gas adsorption be-
cause pores sizes in the macropore range are more common. The technique is
based on the phenomenon of capillary rise (Fig. 3.11). A liquid that wets the
walls of a narrow capillary (contact angle, 8 < 90°) will climb up the walls of
the capillary. However, the level of a liquid that does not wet the walls of a
capillary (6 > 90°) will be depressed. For a nonwetting liquid, a pressure must
be applied to force the liquid to flow up the capillary to the level of the reservoir.
For a capillary with principal radii of curvature r; and r, in two orthogonal
directions, this pressure is given by the equation of Young and Laplace:

p==Y l+l cos®
“lnon (3.39)

where v,y is the surface tension of the liquid—vapor interface. For a cylindrical
capillary of radius r, Eq. (3.39) becomes

. —2y,,cos0

. (3.40)

For mercury, depending on its purity and the type of sample surface, vy, and 6
vary slightly. The average values found in the literature are vy, = 0.480 N/m
and 6 = 140°. Then for p in units of megapascals (MPa) and r in micrometers
(pm), Eq. (3.40) becomes

Contact angle =8

(@) (b}

FiGURE 3.11 Capillary rise phenomena for (a) a wetting liquid (contact angle <90°)
and (b) a nonwetting liquid (contact angle >90°).
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0735
o (3.41)

In mercury porosimetry, a sample holder is partially filled with the powder, evacu-
ated, and then filled with mercury. The volume of mercury intruded into the
sample, V,,, is measured as a function of the applied pressure p. An example of
this type of data is shown in Fig. 3.12. Assuming that the pores are cylindrical,
the value V,,; at any value of the applied pressure p; gives the cumulative volume
of all pores having a radius equal to or greater than r;. This designation is the
converse of that in gas adsorption where the cumulative pore volume is the volume
of the pores having a radius less than or equal to r;. Thus in mercury porosimetry,
the cumulative pore volume decreases as r increases (Fig. 3.13), while in gas
adsorption the cumulative pore volume increases as r increases. In both tech-
niques, however, the pore size distribution v(r) is obtained by differentiating the
cumulative pore volume curve with respect to r. The pore size distribution can
also be obtained directly from the data for V,, versus p (Fig. 3.12) using
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FIGURE 3.12 Mercury porosimetry data showing the intruded volume V,, versus pres-
sure. (From Ref. 3.)
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dv, p
(=" (3.42)
p :

The pressures available in mercury porosimeters are such that pore sizes in the
range of ~5 nm to 200 wm can be measured, but the technique becomes increas-
ingly uncertain as the lower end of the range is approached. It should be remem-
bered that Eq. (3.40) assumes that the pores are circular in cross section, which
is hardly the case in practice. Furthermore, for ink-bottle pores (Fig. 3.10) or
pores with constricted necks opening to large volumes, the use of Eq. (3.40) gives
a measure of the neck size which is not truly indicative of the actual pore size.
These types of pores can also give rise to hysteresis because they fill at a pressure
characteristic of the neck size but they empty at a pressure characteristic of the
larger volume of the pore. Finally, the compressibilities of the mercury and of
the porous sample are assumed to be independent of the applied pressure, which
may not be the case at the lower end of the pore size range involving fairly high
pressures.
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FiGURE 3.13 Mercury porosimetry data of Fig. 3.12 replotted to show the intruded
volume V,,, (open circles) and the pore size distribution v(r) (filled circles) versus pore
radius r. (From Ref. 3.)
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3.2.6.3 Pycnometry

Pycnometry can be used to determine the isolated porosity in particles. In practice,
the apparent density of the particles d,,, defined as

d = mass of solid

volume of solid + volume of isolated pores (3.43)

is measured. If d, is the theoretical density of the particles (i.e., the density of
the pore-free solid), the amount of isolated porosity is equal to 1 — d,/d,. Com-
monly, d, is obtained from a handbook of physical and chemical data. For crystal-
line materials, it can also be obtained from the crystal structure and the dimensions
of the unit cell determined by x-ray diffraction.

For coarser powders (particle size > ~10 pm), a liquid pycnometer is
used. A calibrated bottle is weighed (mass m,) and the powder is added (total
mass mj). A liquid of known density, d;, is then added (total mass m,). In a
separate run, the pycnometer bottle containing the liquid only (i.e., no powder)
is weighed (mass mj3). The apparent density of the particles d, is found from
m, —

d =

a

m
o d —d V+d.
(ms—m,,)—(mz—ml)( o )+l (3.44)

where d,;, is the density of air. Care must betaken to achieve good wetting of
the particle surfaces by the liquid and to remove trapped air (by boiling the liquid).

Helium gas pycnometry is commonly used for powders finer than ~10
pm. The small size of the helium molecule enables it to penetrate into very fine
pores. The volume occupied by the solid is measured from the volume of gas
displaced. The apparent density is then calculated from the mass of the powder
used and its measured volume.

3.3 CHEMICAL COMPOSITION

The major, minor, and trace elements present in a powder can all have a significant
influence on the subsequent processing and microstructural development of the
material. Changes in the concentration of the major elements may result from
different powder synthesis methods or from changes in the synthesis conditions.
Small concentrations of dopants (~0.1 to 10 at%) are commonly added to improve
processing and properties. Trace impurity elements at concentrations less than a
few hundred parts per million are invariably present even in the cleanest powders.

Several techniques are currently available for the quantitative analysis of
chemical composition, including (1) optical atomic spectroscopy (atomic absorp-
tion, atomic emission, and atomic fluorescence), (2) x-ray fluorescence spectros-
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copy, (3) mass spectrometry, (4) electrochemistry, and (5) nuclear and radioiso-
tope analysis. The principles, instrumentation, and procedures for these and other
techniques used in chemical analysis are described in a recent text (14). For
ceramic powders, the most widely used technique is optical atomic spectroscopy
involving atomic absorption (AA) or atomic emission (AE). High precision of
analysis coupled with low detection limits make the technique very valuable for
the determination of major and minor elements as well as for the analysis of trace
elements.

X-ray fluorescence spectroscopy (XRF) has been used for many years for
the measurement of major and minor elemental concentrations. Improvements
made in the sensitivity in recent years now allow the technique to be applied to
the analysis of trace elements. A problem is that the sensitivity of XRF decreases
dramatically for lower atomic number elements so the technique cannot be used
for quantification of elements with atomic number Z < 9. When compared to
XRF, modern AA or AE instruments are simpler to use, less expensive, have
similar precision of analysis and have better sensitivity. Optical atomic spectros-
copy is ideally suited to the analysis of solutions so the method requires complete
dissolution of the powder in a liquid. In comparison, XRF is ideally suited to the
analysis of solid samples, and this can be a distinct advantage for ceramic powders
that are commonly difficult to dissolve. Table 3.7 includes a summary of the
main features of optical atomic spectroscopy and XRF.

TABLE 3.7 Common Techniques for the Chemical Analysis of Ceramic Powders

Feature Flame AA ICP-AE Furnace AA XRF XRD
Range Metals and Metals and Metals and Z>8 Crystalline
metalloid metalloid metalloid materials
elements elements elements
Common state  Liquid Liquid Liquid Solid Solid
of specimen
Detection 1073-107" 1073-107"  107°-107% >10 10°-10*
limit* (ppm)
Precision® (%)  0.2-1 0.5-2 1-2 0.1-0.5 0.2-0.5
Accuracy® (%) 12 2-5 5-10 0.1-1 0.5-5

“Minimum concentration or mass of element that can be detected at a known confidence level
PRelative standard deviation

“Relative error

Legend: AA = atomic absorption; ICP-AE = inductively coupled plasma atomic emission;
XRF = x-ray fluorescence; XRD = x-ray diffraction; Z = atomic number

Source: Refs. 14-17.
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3.3.1 Optical Atomic Spectroscopy: Atomic
Absorption and Atomic Emission

Optical atomic spectroscopy is based on transitions of electrons between the outer
energy levels in atoms. For a multielectron atom, there are many energy levels
in the ground state of an atom, i.e., the state of lowest energy. There are also a
large number of unoccupied energy levels into which electrons may be excited.
In an excited state of an atom, some of the electrons go to the higher energy
levels. In the simplest case, we shall consider two energy levels only, one in the
ground state of the atom with energy E, and one in the excited state with energy
E, (Fig. 3.14). The frequency of radiation absorbed or emitted during the transition
is given by Planck’s law,

E,-E,
V=" (3.45)

where & is Planck’s constant. The transitions that are useful in optical atomic
spectroscopy involve fairly low energy transitions such that the wavelength of
the radiation given by Eq. (3.45) occurs in range of ~10 nm to 400 wm. Typically,
these transitions will occur between the outer energy levels of the atom.

For atoms at thermal equilibrium at a temperature 7, the number of atoms
in the excited state n, is related to the number in the ground state, n, by the
Boltzmann equation:

ne _(Eg - Ee )

—< =exp| ————

g kT (3.46)

Excited state
A o

Collision or Spontaneous or
radiation stimulated
absarption radiation

Y £,

Ground state

FiGURE 3.14 Schematic showing the transitions in optical atomic spectroscopy.
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where k is the Boltzmann constant. The number of atoms in the ground state will
be less than the total number 7 due to the excitation of n, atoms. However, unless
the temperature is very high, n, will be approximately equal to n. From Eq. (3.46),
the number of excited atoms n, will be proportional to n. The intensity of the
absorbed or emitted radiation, which is proportional to n,, will therefore be pro-
portional to the total number of atoms 7. Since each element has its own character-
istic energy levels, the elemental composition can be identified from the wave-
length (frequency) of the absorbed or emitted radiation, while the intensity of
the radiation can be used to determine its concentration.

The relationship between intensity of the absorbed or emitted radiation and
the concentration of the atoms can be rigorously derived (15), but it is rarely
used practically in quantitative analysis. Instead, standard samples with known
concentrations are made up and the intensities are determined for these standards.
The concentration of the unknown sample, C,, is determined from a calibration
curve or more simply from the relation

1
C,=C =~
1

s

(3.47)

where C; is the concentration of a standard and /,, and I are the measured intensi-
ties of the unknown and standard samples, respectively.

For the analysis of ceramic powders by optical atomic spectroscopy, a
portion of the powder has to be converted into individual atoms. In practice, this
is achieved by dissolving the powder in a liquid to form a solution, which is then
broken into fine droplets and vaporized into individual atoms by heating. The
precision and accuracy of optical atomic spectroscopy are critically dependent
on this step. Vaporization is most commonly achieved by introducing droplets
into a flame (referred to as flame atomic absorption spectrometry or flame AA).
Key problems with flame AA include incomplete dissociation of the more refrac-
tory elements (e.g., B, V, Ta, and W) in the flame and difficulties in determining
elements that have resonance lines in the far ultraviolet region (e.g., P, S, and
the halogens). While flame AA is rapid, the instruments are rarely automated to
permit simultaneous analysis of several elements.

Several types of plasmas have been considered for vaporizing the solution,
but by far the most widely used is the inductively coupled plasma (ICP). Elements
that are only partially dissociated in the flame are usually completely dissociated
by the higher temperatures achieved by ICP. In addition, a valuable feature of
ICP is the capability for simultaneous analysis of several elements. Vaporization
in a graphite furnace (furnace AA or electrothermal AA) provides better detection
limits than flame AA or ICP in the analysis of trace elements but the analysis is
slow. Commonly, it is used only when flame AA or ICP provides inadequate
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detection limits. Figure 3.15 gives a comparison of the detection limits for flame
AA, ICP-AE, and furnace AA in the analysis of trace elements (16).

3.3.2 X-ray Fluorescence Spectroscopy

Atomic x-ray fluorescence spectroscopy (17,18), referred to simply as x-ray fluo-
rescence spectroscopy (XRF), is a technique for qualitatively or quantitatively
determining elemental composition by measurement of the wavelength and inten-
sities of the electron transitions from the outer to the inner energy levels of the
atom. The energy associated with these transitions (~0.6—60 keV) is significantly
greater than that associated with the transitions in optical atomic spectroscopy
(approximately a few electron volts). The emitted x-ray spectrum does not depend
on the way in which the atomic excitation is produced, but in XRF, a beam of
energetic x-rays is used.

When a primary beam of monochromatic x-rays falls on a specimen, the
x-rays may be absorbed or scattered. Coherent scattering of x-rays from an ordered
arrangement of scattering centers (such as the environment present in crystals)
leads to diffraction. The use of x-ray diffraction for characterizing powders is
described in the next section. The absorption of x-rays leads to electronically
excited atoms (ions) due to the ejection of electrons (i.e., the photoelectric effect)
or to the transition of electrons to higher energy levels (Fig. 3.16a). (The ejected
electrons, as described later, form the basis for the surface characterization tech-
nique of x-ray photoelectron spectroscopy.)

As the excited atoms readjust to their ground state, two processes may
occur. The first involves a rearrangement of the electrons which leads to the
ejection of other electrons (referred to as Auger electrons) from higher energy
levels (Fig. 3.16b). The second process leads to the emission of x-rays when the
electrons undergo transitions from the outer levels to fill the vacant electron sites
in the inner energy levels (Fig. 3.16c). This secondary beam of x-rays emitted
from the specimen, resulting from the interaction of the primary x-ray beam,
forms the basis of XRF. It is characteristic of the elements in the specimen and
can therefore be used to identify the elements. The relationship between the
wavelength N\ of the emitted x-rays and the atomic number Z of the element was
first established by Moseley (1913) and is given by

1 2
: A(Z-a)
where A is a constant for each series of spectral lines and o = 1.

In XRF, the polychromatic beam of radiation emitted from the specimen is
diffracted through a single crystal to isolate narrow wavelength bands (wavelength
dispersive spectroscopy) or analyzed with a proportional detector to isolate narrow
energy bands (energy dispersive spectroscopy). Because the relationship between

(3.48)
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FiIGURE3.15 Comparison of detection limits for trace element analysis by flame atomic
absorption, ICP-atomic emission, and furnace atomic absorption, plotted on a logarithmic
scale of concentration in micrograms per liter (parts per billion). Because furnace detection
limits are inherently in units of mass (picograms), they have been converted to concentra-
tion by assuming a 20 pL sample. (From Ref. 16.)

Copyright © Marcel Dekker, Inc. All rights reserved.

MaRrceL Dekker, INc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



162 Chapter 3

Photocleciron

0]
Incident N
X-rays M
Ay
L
K
(a)
Auger electron Fluorescent
X-1ays /
o o]
N P d—
M / M
e
Ka
53— | L
K K
(b} (c)

FiGURE 3.16 (a) Interaction of x-rays with a solid producing atomic excitation with
the emission of a photoelectron, (b) followed by de-excitation with the emission of an
Auger electron, (c) or by the emission of characteristic x-ray photons.

wavelength and atomic number is known [Eq. (3.48)], isolation of individual
characteristic lines allows the identification of the element. The elemental concen-
trations are found from the intensity of the spectral lines (e.g., by comparing with
the intensities of standards).

3.4 CRYSTAL STRUCTURE AND PHASE
COMPOSITION

Coherent scattering of x-rays from crystalline materials, as outlined earlier, leads
to diffraction. Since its discovery in 1912 by von Laue, x-ray diffraction (XRD)
has provided a wealth of information about the structure and chemical composi-
tion of crystalline materials. For compositional analysis, the technique is unique
in that it is the only analytical method capable of providing qualitative and quanti-
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tative information about the crystalline compounds (phases) present in a solid.
For example, the technique can determine the percentage of ZnO and Al,O;
present in a mixture of the two compounds, whereas other analytical techniques
can only give the percentage of the elements Zn, Al, and O in the mixture. A
detailed description of the XRD technique is available in several excellent texts
[6-8,19].

The requirements for x-ray diffraction are (1) the atomic spacing in the
solid must be comparable with the wavelength of the x-rays and (2) the scattering
centers must be spatially distributed in an ordered way (e.g, the environment
present in crystals). The diffraction of x-rays by crystals (Fig. 3.17) was treated
by Bragg in 1912. The condition for constructive interference, giving rise to
intense diffraction maxima, is known as Bragg’s law:

2dsin® = n\ (3.49)

where d is the spacing between the lattice planes of the crystal, 0 is the angle of
incidence (or reflection), n is an integer (sometimes referred to as the order of
diffraction), and \ is the wavelength of the x-rays (0.15406 nm for Cu K, radia-
tion). When the reflection angle 8 does not satisfy Eq. (3.49), destructive interfer-
ence occurs.

In recent years, computer automation has greatly reduced the amount of
work required for x-ray analysis of structure and composition so that much of
the data analysis is now commonly performed by software and computerized
search programs. Structural analysis involves the measurement of the lattice pa-
rameters of the crystal (the unit cell dimensions) and the structural model of the
crystal (the crystal structure). While the use of single crystals is the preferred

FiGure 3.17 Diffraction of x-rays by a crystal.

Copyright © Marcel Dekker, Inc. All rights reserved.

MaRrceL Dekker, INc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



164 Chapter 3

method for structural analysis whenever possible, powder diffraction in which
the sample consists of a random orientation of a large number of fine particles
(polycrystals) can also be used. Determination of the unit cell requires finding a set
of unit cell parameters that index all of the observed reflections. Lattice parameter
measurements are important for doped powders and solid solutions where data on
compositional effects on the lattice parameters are required (e.g, Y,0Os-stabilized
Zr0Oy).

Compositional analysis is based on the fact that an x-ray diffraction pattern
is unique for each crystalline material. Thus, if an exact match can be found
between the pattern of the unknown material and an authentic sample, chemical
identity can be assumed. The International Center for Diffraction Data (ICDD-
JCPDS) publishes a database containing powder diffraction patterns for several
thousands of materials. Commonly, it is possible to identify an unknown material
by searching the ICDD-JSPDS database for a matching pattern.

For a physical mixture, the powder diffraction pattern is the sum of the
patterns of the individual materials. The diffraction pattern can therefore be used
to identify the crystalline phases in a mixture. The concentrations of the crystalline
phases can be determined by methods based on comparing the intensities of the
diffraction peaks with standards (6-8). If the crystal structures of the phases are
known, the concentration of each phase can be determined by Rietveld analysis
(20,21). In the Rietveld method, a theoretical diffraction pattern is computed and
the difference between the theoretical and observed patterns is minimized. For
quantitative analysis, some care should be taken with specimen preparation if
accurate and reliable results are to be obtained. The effects of factors such as
preferred orientation, texturing, and particle size broadening must be minimized.

X-ray diffraction, as indicated in Table 3.7, has a detection limit of 0.1-1
wt% so that crystalline phases present in concentrations below this limit will not
be detected. Furthermore, amorphous phases are not directly measured but their
presence may be quantified by comparing the pattern with a standard that is
known to contain no amorphous phase (22).

3.5 SURFACE CHARACTERIZATION

As the particle size of a powder decreases below 1 wm, the surface area of the
powder and the volume fraction of the outermost layer of ions on the surface
increase quite significantly. We would therefore expect the surface characteristics
to play an increasingly important role in the processing of fine powders as the
particle size decreases. The surface area (described earlier) and the surface chem-
istry are the surface characteristics that have the most profound influence on
processing. Another characteristic, the surface structure, while having only a
limited role in processing, may nevertheless have an important influence on sur-
face phenomena (e.g., vaporization, corrosion, and heterogeneous catalysis).
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Although the characterization of the powder surface area and its role in
processing have received considerable attention for decades, it is only within
recent years that the importance of surface chemistry in ceramic processing has
begun to be recognized. As we have outlined in Chapter 1, the consolidation of
fine ceramic powders from liquid suspensions to produce more uniform green
bodies has been shown to produce significant benefits in fabrication. In this case,
the quality of the microstructure of the consolidated body is controlled by the
dispersion behavior of the powder and the interaction between the particles in
the liquid, which, in turn, are controlled by the surface chemistry.

The powder surface chemistry can also have a direct influence on densifica-
tion and microstructural evolution during the firing process, regardless of the
powder consolidation method. The surfaces of the particles become interfaces
and grain boundaries that act as sources and sinks for the diffusion of matter.
Densification and coarsening processes will therefore be controlled by the struc-
ture and composition of the interfaces and grain boundaries. Impurities on the
surfaces of the powder, for example, will alter the grain boundary composition
and, in turn, the microstructure of the fabricated body. In many ceramics (of
which Si3;Ny is a classic example), controlling the structure and chemistry of the
grain boundaries through manipulation of the powder surface chemistry forms
one of the most important considerations in processing.

With the enormous and increasing importance of surfaces to modern techno-
logical processes, a large number of techniques have been developed to study
various surface properties. Here we consider only those techniques that have
emerged to be most widely applicable to ceramic powders. Readers interested in
the more specialized techniques are referred to texts devoted to surface analysis
(23-25).

In general, the surface characterization techniques rely on the interaction
of atomic particles (e.g., atoms, ions, neutrons, and electrons) or radiation (e.g.,
x-rays and ultraviolet rays) with the sample. The interaction produces various
emissions that can be used to analyze the sample, as shown in Fig. 3.18 for the
principal emissions produced by the interaction of an electron beam with a solid.
Depending on the thickness of the solid and the energy of the electron beam, a
certain fraction of electrons will be scattered in the forward direction, another
fraction will be absorbed and the remaining fraction will be scattered in the
backward direction. The forward scattered electrons consist of electrons that have
undergone elastic scattering (i.e., interactions with the atoms of the sample that
result in a change in direction but virtually no loss in energy) and electrons that
have undergone inelastic scattering (i.e., interactions that result in a change in
direction and a reduction in the energy of the incident electrons). The elastically
scattered electrons are much greater in number than the inelastically scattered
electrons. They are used in the transmission electron microscope to produce dif-
fraction effects in the determination of the structure of the sample. The backscat-
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tered electrons are highly energetic electrons that have been scattered in the
backward direction. The majority of these will also have undergone elastic colli-
sions with the atoms of the sample.

The incident electron beam can also generate secondary effects in the sam-
ple. One of these effects is that the incident electrons can knock electrons out of
their orbits around an atom. If the ejected electrons are near the surface of the
sample (within ~20 nm), they may have enough energy to escape from the sample
and become what are called secondary electrons. These secondary electrons are
used in the scanning electron microscope to produce an image. A second type
of effect occurs when an electron undergoes a transition from a higher energy
level to fill a vacant site in the lower energy level of an excited atom. As we
observed earlier (Fig. 3.16), radiation in the form of x-rays or light can be pro-
duced in the transition and used to obtain information about the chemical composi-
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FiGURE 3.18 Emissions produced by the interaction of an electron beam with a solid
sample.
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tion of the sample. Furthermore, some of the x-rays can be absorbed by electrons
in the outer orbitals around the atoms. If these electrons are very close to the
surface of the sample, they may escape. These electrons, called Auger electrons,
can also provide chemical information about the near-surface region.

The depth to which the incident electron beam penetrates into the sample
depends on the energy of the beam and the nature of the sample. For electron
energies of 1 MeV, the penetration depth is ~1 pwm. However, for energies in
the range 20—1000 eV, the penetration depth is only ~1 nm. An incident electron
beam with energy below ~1 keV can therefore be used to probe surface layers
one to two monolayers thick. Ions and x-rays can also be used to produce diffrac-
tion effects and to eject electrons. They too can be used as incident beams to
probe the surfaces of materials.

3.5.1 Surface Structure

When viewed on a microscopic or submicroscopic scale, the surface of a particle
is not smooth and homogeneous. Various types of irregularities are present. Most
ceramic particles, as we observed in Chapter 2, are agglomerates of finer primary
particles. Features such as porosity and boundaries between the primary particles
will be present on the surface. For nonoxide particles, a thin oxidation layer will
cover the surfaces of the particles. Even for single-crystal particles, the surface
can be fairly complex. Figure 3.19 shows an atomic-scale model of the surface
structure of solids which has been constructed of the basis of information obtained
from a few techniques (26). The surface has several atomic irregularities that are
distinguishable by the number of nearest neighbors (coordination number). The
atoms in terraces are surrounded by the largest number of nearest neighbors.
Atoms located in steps have fewer neighbors and atoms in kink sites have even
fewer. Kink, step, and terrace atoms have large equilibrium concentrations on
any real surface. On a rough surface, 10—-20% of the atoms are in step sites, with
~5% in kink sites. Steps and kinks are also referred to as line defects. Atomic
vacancies and adatoms, referred to as point defects, are also present in most
surfaces. While their concentrations are small (<1% of a monolayer even at
temperatures close to the melting point), they are important participants of atomic
transport along the surface.

The most widely applicable techniques for characterizing the surface struc-
ture of solids include electron diffraction and scanning probe microscopy. The
most prominent techniques, low energy electron diffraction (LEED), scanning
tunneling microscopy (STM), and atomic force microscopy (AFM) have limita-
tions for characterizing powder surfaces since they require a fairly flat surface
with sufficient coherency over a relatively large area. Readers interested in these
techniques are referred to treatments elsewhere on LEED (25,27), STM (28,29)
and AFM (29,30).
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FiGURE 3.19 Model of a heterogeneous solid surface showing different surface sites.
(From Ref. 26.)

Modern scanning electron microscopes provide a very simple method for
observing the powder structure with a point-to-point resolution of ~2 nm. Finer
details of the structure can be observed by TEM. Figure 3.20a shows a high-
resolution TEM micrograph of a SizN4 powder having an amorphous layer (3-5
nm thick) on the surface (31). This surface layer, with the composition of a
silicon oxynitride, has a significant effect on the sintering and high temperature
mechanical properties of SizN4. A micrograph of another Si;N, powder observed
in a high voltage TEM (1.5 MeV) shows that the particles are connected by a
strong amorphous bridge, presumably a silicon oxynitride (Fig. 3.20b). Such hard
agglomerates, as we observed earlier, can have a detrimental effect on the packing
of the powder.

3.5.2 Surface Chemistry

Electron, ion, and photon emissions from the outermost layers of the surface can
be used to provide qualitative or quantitative information about the chemical
composition of the surface. The most widely applicable techniques for characteriz-
ing the surface chemistry of ceramic powders are Auger electron spectroscopy
(AES), x-ray photoelectron spectroscopy (XPS), which is also referred to as elec-
tron spectroscopy for chemical analysis (ESCA), and secondary ion mass spec-
trometry (SIMS). Table 3.8 provides a summary of the main measurement param-
eters for these three techniques.

All surface analytical techniques (with the exception of Rutherford back-
scattering) require the use of ultrahigh vacuum environment. The analysis condi-
tions are therefore rather limited and do not correspond to those normally used
in ceramic processing where the powder experiences fairly prolonged exposure
to the atmosphere. Although the techniques described here derive their usefulness
from being truly surface sensitive, they can also be used to provide information
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(b)

FiGURE 3.20 Surface structure of a SizN, powder as revealed by (a) high resolution
TEM and (b) high voltage TEM.
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TABLE 3.8 Common Methods for the Surface Chemical Analysis of Ceramic Powders

Measurement Auger electron X-ray photoelectron ~ Secondary ion mass

parameter spectroscopy (AES)  spectroscopy (XPS)  spectrometry (SIMS)

Incident particle ~ Electrons (1-20 keV)  X-rays (1254 eV Ions (He™, Ne™, Ar™)

and 1487 eV) (100 eV-30 keV)

Emitted particle Auger electrons Photoelectrons Sputtered ions
(20-2000 eV) (20-2000 eV) (~10eV)

Element range >Li(Z=23) >Li(Z=3) >H(Z=1)

Detection limit 10°? 107? 107°-107°

Depth of analysis 2 nm 2nm 1 nm

Lateral resolution ~ >20 nm >150 wm 50 nm-10 mm

Source: Ref. 23.

from much deeper layers. This is normally done by sequential (or simultaneous)
removal of surface layers by ion beam sputtering and analysis. This mode of
analysis in which the composition can be found layer by layer is referred to as
depth profiling. It is probably one of the most important modes of surface analysis
because the composition of the surface is usually different from that of the bulk.
The ability to perform composition-depth profiling, therefore, is often a measure
of the effectiveness of a technique.

3.5.2.1 Auger Electron Spectroscopy

Auger electron spectroscopy (AES) is based on a two-step process as shown
schematically in Fig. 3.21a. When an electron is emitted from the inner atomic
orbital through collision with an incident electron beam, the resulting vacant site
is soon filled by another electron from an outer orbital. The energy released in
the transition may appear as an x-ray photon (the characteristic x-rays used in
electron microprobe techniques for compositional analysis) or may be transferred
to another electron in an outer orbital which is ejected from the atom with a
kinetic energy Eg given by

E,=E —E,~E, (3.50)

where E; and E, are the binding energies of the atom in the singly ionized state
and E5* is the binding energy for the doubly ionized state. The ejected electron
(referred to as the Auger electron) moves through the solid and soon loses its
energy through inelastic collision with bound electrons. However, if the Auger
electron is emitted sufficiently close to the surface, it may escape from the surface
and be detected by an electron spectrometer. The number of electrons (or the
derivative of the counting rate) is commonly plotted as a function of the kinetic
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FIGURE 3.21 Schematic showing the electron emissions in (a) Auger electron spectros-
copy and (b) x-ray photoelectron spectroscopy.

energy of the electron. Since each type of atom has its own characteristic electron
energy levels, the peaks in the observed Auger spectrum can be used to determine
the elemental composition by comparison with standard Auger spectra for the
elements.

The technique is fairly rapid and provides high reproducibility of the results.
When calibration standards are used, quantitative elemental composition can be
obtained to better than = 10%. While AES in principle can provide information
on the chemical composition, it is largely used for elemental analysis only. For
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ceramic powders, which are mostly insulating, electrostatic charging of the sur-
face may occur, and this leads to large shifts in the energies of the Auger electrons,
making reliable analysis of the spectra difficult.

3.5.2.2 X-ray Photoelectron Spectroscopy

In x-ray photoelectron spectroscopy (XPS), the sample is irradiated by a source
of low-energy x-rays that leads to the emission of electrons from the lower energy
atomic orbitals by the well-known photoelectric effect (Fig. 3.21b). The kinetic
energy of the emitted photoelectrons Ex is given by

E,=hv—E,-W (3.51)

where hv is the frequency of the incident x-ray photon, E, is the binding energy
of the photoelectron, and W is the work function of the spectrometer, a factor
that corrects for the electrostatic environment in which the electron is produced
and measured. By measuring Ey in a spectrometer with a known W, the binding
energy can be determined from Eq. (3.51). The data is commonly plotted as the
number of emitted electrons versus the binding energy. The binding energy of
an electron is characteristic of the atom and orbital from which the electron was
emitted. In addition to the valence electrons that take part in chemical bonding,
each atom (except hydrogen) possesses core electrons that do not take part in
bonding. We are generally concerned with the core electrons in XPS.

XPS is a fairly versatile technique that can be used for qualitative or quanti-
tative analysis of the elemental composition of the surface as well as for determin-
ing the chemical boding (or oxidation state) of the surface atoms. For qualitative
analysis, a low-resolution, wide-scan spectrum (often referred to as a survey scan)
covering a wide energy range (typically binding energy values of 0 to 1250 eV)
serves as the basis for determining the elemental composition of the surface.
Every element in the periodic table has one or more energy levels that will result
in the appearance of peaks in this range. The position of each peak in the spectrum
is compared with standard spectra to determine the elements present. A survey
scan for a commercial SisN, powder, prepared by a gas phase reaction between
SiCl, and NH; is shown in Fig. 3.22. The presence of residual chlorine and
accompanying fluorine, as well as oxygen from the oxide layer, are revealed.

For quantitative analysis, the principal peak for each element is selected
and its intensity (peak area after removal of the background) is measured. The
fractional atomic concentration of an element A is given by

PRAE (3.52)
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FIGURE 3.22 Survey scan of the surface chemistry of a commercial Si;N, powder by
x-ray photoelectron spectroscopy.

where [; is the measured peak intensity of the element i and S; is the atomic
sensitivity factor for that peak. The atomic sensitivity factors, which can be calcu-
lated theoretically or derived empirically, are usually provided in the reference
manuals supplied by the manufacturer of the instrument. The accuracy of the
quantitative analysis (less than *10%) is similar to that for AES.

Information about the chemical bonding and oxidation state of the surface
atoms can be determined from the chemical shifts in the peak positions in the
XPS spectrum. When one of the peaks of a survey scan is examined at a higher
resolution, the binding energy of the maximum is found to depend to a small
degree on the chemical environment of the atom responsible for the peak. Varia-
tions in the number of valence electrons, and the types of bonds they form,
influence the binding energy of the core electrons to produce a measurable shift
(of a few eV) in the measured electron energy. Figure 3.23 illustrates the nature
of the chemical shift for the 2p peak in Si and in SiO,. In the practical determina-
tion of the chemical bonding, the measured peak position is compared with refer-
ence values for the corresponding peak in different compounds.

Unlike AES in which, especially for insulating samples, electron beam
damage may occur, the damage to the sample in XPS is minimal. Furthermore,
electrostatic charging of commonly insulating ceramic powders is not a severe
problem. AES and XPS provide similar information about the elemental composi-
tion, and the methods tend to be complementary rather than competitive. It is
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FIGURE 3.23 Peak positions for the silicon 2p peak in Si and in SiO,, showing the
chemical shift produced by the formation of SiO,. (Courtesy Perkin-Elmer Corporation,

Eden Prairie, MN.)

therefore not uncommon to find instruments that incorporate both techniques, as
sketched in Figure 3.24 for a combined AES/XPS instrument.

3.5.2.3 Secondary Ion Mass Spectrometry

Secondary ion mass spectrometry (SIMS) consists of bombarding a surface with
a primary beam of ions (He™, Ne™, or Ar* in the energy range of a few hundred
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FIGURE 3.24 Schematic of a combined AES/XPS instrument. (Courtesy Perkin-Elmer
Corporation, Eden Prairie, MN.)

eV to a few keV) which results in the emission of secondary ions, ionized clusters,
atoms, and atomic clusters. The emitted ions (and ionized clusters) are analyzed
directly by a mass spectrometer. Since the secondary ions are characteristic of
the surface, the technique provides information about the chemical composition
of the surface. Some information on the chemical bonding of the atoms can also
be extracted by analyzing the emitted ionic clusters.

There are two distinct modes of analysis. In static SIMS, an ion beam of
low current density is used so that the analysis is confined to the outermost layers.
In dynamic SIMS, a high current density beam is used to erode successive atomic
layers at a relatively fast rate. While the sensitivity of the technique is improved
to the parts-per-billion range, the analytical conditions in dynamic SIMS are not
suitable for surface analysis. Here we limit our attention more specifically to
static SIMS.

Ton beam sputtering is the primary process in SIMS, but as remarked earlier,
it is also important in depth profiling, a method widely used in AES, XPS, SIMS,
and many other techniques to study subsurface composition with quite fine depth
resolution. When an energetic ion strikes a surface, it dissipates some of its energy
into the surface. In the simplest case when the ion is scattered back out of the
surface, the energy transferred to a surface atom after a binary collision is suffi-
cient to cause substantial local damage. However, when the incident ion is scat-
tered into the solid, the result is a collision cascade leading to the emission of
sputtered particles (ions, ionized clusters, atoms, and atomic clusters) from the
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top one or two atomic layers of the surface (Fig. 3.25). Analysis of the sputtered
particles in SIMS provides a method, albeit intrinsically destructive, of surface
composition analysis.

SIMS has the advantages of high spatial resolution, high sensitivity for
qualitative elemental analysis, and the ability to provide a detailed analysis of
the chemical composition of the surface. Quantitative analysis can be performed
only with a certain degree of difficulty. Figure 3.26 shows the positive and nega-
tive secondary ion mass spectra of a pressed pellet of the Si3N, powder referred
to in Fig. 3.22. In addition to oxygen from the native oxide layer, the surface is
contaminated with hydroxyl groups as well as small amounts of Cl, F, Na. The
presence of Li and K is also detected.

3.6 CONCLUDING REMARKS

In this chapter we have examined a variety of techniques with broad application
to the characterization of ceramic powders. In addition to ceramic processing,
powders are also important in several other technologies (e.g., powder metallurgy,
catalysis, and pollution control) so that the techniques described here have broader

Free ions

Surface

e Mascent ion molecule
no [ree charge

777

Collision series in salids,

Geometrical surface

7
/ /

FIGURE 3.25 Model for the emission of secondary ions produced by ion beam sputter-
ing. (From Ref. 23.)
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FIGURE 3.26 Positive and negative secondary ion mass spectra of the Si;N, powder
referred to in Fig. 3.22.

applicability. Some of the techniques (e.g., gas adsorption and mercury porosime-
try) are also important for characterizing porous compacts, while others (e.g.,
techniques for phase analysis, chemical composition, and surface analysis) are
very important for solids also. We shall encounter the use of these techniques
again when we consider powder consolidation and the microstructural characteri-
zation of solids produced by firing. Finally, as stated earlier, proper characteriza-
tion of the starting powders is essential for understanding their behavior during
subsequent processing.

PROBLEMS

3.1 The particle size distribution of a powder is as follows:

Mean size (pm): 4 6 9 12 18 25
Number of particles: 10 16 20 25 15 7

Calculate the arithmetic, geometric, and harmonic mean sizes.
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Discuss what methods you would use to measure the particle sizes of the following
powders:
a. A powder with particles less than 50 pwm.

b. A nanoscale powder with particles less than 20 nm.

c. A submicrometer powder.

d. A powder with particles in the range 20—85 wm which must be analyzed dry.

e. A powder with particles less than 50 wm where the surface area is the important
property.

a. Plot the shape factor for a cylinder as a function of the length to diameter ratio.

b. Calculate the shape factor for a tetrahedron, an octahedron, and a dodecahedron.

c. An agglomerate consists of n spherical particles of the same size in point
contact. Calculate and plot the shape factor as a function of n, for n in the
range 2—-100.

In a nitrogen adsorption experiment at the boiling point of liquid N, the volume
V of gas adsorbed at a pressure p were measured as follows:

p (mm Hg): 80 100 125 140 200
V(em¥g): 0420 0439 0464 0476 0.534

Determine the surface area of the powder.

The following data were obtained in a liquid pycnometry experiment performed at
20°C: mass of pycnometer = 35.827 g; mass of pycnometer and powder = 46.402
g; mass of pycnometer and water = 81.364 g; mass of pycnometer, powder, and
water = 89.894 g. If the theoretical density of the solid is 5.605 g/cm?, determine
the amount of closed porosity in the powder.

Discuss how you would measure the following:

The solid solubility limit of Ca in ZrO,.

The effect of Ca concentration on the theoretical density of Ca-doped ZrO,.
The Ba/Ti atomic ratio in BaTiO3 powder.

The presence of the cubic or tetragonal phase in BaTiO3 powder.

The concentration of SiO, impurities in BaTiO5; powder.

The concentration of the a and 3 phases in a SizN, powder.

The temperature at which ZnO and Al,O3 powders react to form ZnAl,O,.
The amount of ZnAl,0O, formed by the reaction between ZnO and Al,O3 pow-
ders.

PR oo a0 o

In an x-ray photoelectron spectrum, would you expect the C 1s peak to be at a
higher or lower binding energy compared to that for the O 1s peak? Would the F
1s peak occur at a higher or lower binding energy compared to that for the O 1s
peak? Explain your answer.

The chemical composition of the oxide layer on SizN, particles varies as a function
of the thickness of the layer. How would you confirm this? What methods would
you use to measure the composition as a function of the thickness of the oxide
layer?
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4.

Science of Colloidal Processing

4.1 INTRODUCTION

A colloid consists of two distinct phases: a continuous phase (referred to as the
dispersion medium) and a fine, dispersed particulate phase (the disperse phase).
In general, the two phases may be either solids, liquids, or gases, giving rise to
various types of colloidal systems as listed in Table 4.1. The dispersed particles
generally have dimensions ranging between 1 and 1000 nm, sometimes referred
to as the colloidal size range.

In the processing of ceramics, colloidal suspensions (also referred to as
sols), consisting of a dispersion of solid particles in a liquid, are of particular
interest. They are being used increasingly in the consolidation of ceramic powders
to produce the green body. Compared to powder consolidation in the dry or
semidry state (e.g., pressing in a die), colloidal methods can lead to better packing
uniformity in the green body which, in turn, leads to a better microstructural
control during firing. Colloidal solutions consist of polymer molecules dissolved
in a liquid. The size of the polymer molecules in solution falls in the colloidal
size range so that these systems are considered part of colloid science. Polymer
solutions are relevant to the fabrication of ceramics by the solution sol—gel route,
which we shall consider in the next chapter. For the present chapter, we concen-
trate on colloidal suspensions.

A basic problem with which we shall be concerned is the stability of colloi-
dal suspensions. Clearly the particles must not be too large otherwise gravity will
produce rapid sedimentation. The other important factor is the attractive force
between the particles. Attractive van der Waals forces exist between the particles
regardless of whether other forces may be involved. If the attractive force is large
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TABLE 4.1 Types of Colloidal Systems with Some Common Examples

Dispersion

Disperse phase medium Technical name Examples

Solid Gas Aerosol Smoke

Liquid Gas Aerosol Mist; fog

Solid Liquid Suspension or sol Paint; printing ink

Liquid Liquid Emulsion Milk; mayonnaise

Gas Liquid Foam Fire-extinguisher foam

Solid Solid Solid dispersion Ruby glass (Au in glass);
some alloys

Liquid Solid Solid emulsion Bituminous road paving;
ice cream

Gas Solid Solid foam Insulating foam

enough, the particles will collide and stick together, leading to rapid sedimentation
of particle clusters (i.e., to flocculation or coagulation). Although in principle the
reduction in the attractive force can also be used, the techniques employed to
prevent flocculation rely on the introduction of repulsive forces. Repulsion be-
tween electrostatic charges (electrostatic stabilization), repulsion between poly-
mer molecules (steric stabilization), or some combination of the two (electrosteric
stabilization) are the basic techniques used. The stability of colloidal suspensions
must be understood at a basic level because it controls the packing uniformity
of the consolidated body. A stable colloidal suspension may be consolidated into
a densely packed structure; however, an unstable suspension may lead to a loosely
packed structure or, under certain conditions, to a particulate gel with a fairly
high volume.

Colloidal suspensions exhibit several interesting properties that are impor-
tant for controlling their stability and consolidation. The motion of the particles
when subjected to an electric field (electrophoresis) can be a source of valuable
information for determining the surface charge of the particles. Colloidal suspen-
sions, especially concentrated suspensions, also have remarkable rheological
properties. A good paint must flow easily when applied to the surface to be
painted but then must become rigid enough to prevent it from flowing off a
vertical surface. In ceramic processing, the rheological behavior of the suspension
can be used as a direct process parameter to control and optimize the structure
of the green body produced as a result of the consolidation process.

There are several excellent texts that provide an extensive description of
the principles of colloid science, of which Refs. 1 to 3 are recommended for
further reading.
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4.2 TYPES OF COLLOIDS

Colloids consisting of particles dispersed in a liquid are generally divided into
two broad classes: Iyophilic colloids and lyophobic colloids. When the liquid is
specifically water, the colloids are described as hydrophilic and hydrophobic.
Lyophilic (i.e., liquid-loving) colloids are those in which there is a strong affinity
between the dispersed particle and the liquid. The liquid is strongly adsorbed on
to the surfaces of the particle so that the interface between the particle and the
liquid is very similar to the interface between the liquid and itself. This system
will be intrinsically stable because there is a reduction in the Gibbs free energy
when the particles are dispersed. Polymer solutions and soap solutions are good
examples of lyophilic colloids.

Lyophobic (liquid-hating) colloids are those in which the liquid does not
show affinity for the particle. The Gibbs free energy increases when the particles
are distributed through the liquid so that if attractive forces exist between the
particles, there will be a strong tendency for the particles to stick together when
they come into contact. This system will be unstable and flocculation will result.
A lyophobic colloid can, therefore, only be dispersed if the surface is treated in
some way to cause a strong repulsion to exist between the particles. Suspensions
of insoluble particles in a liquid (e.g., most ceramic particles dispersed in a liquid)
are well-known examples of lyophobic colloids. We therefore need to understand
the attractive forces that lead to flocculation and how they can be overcome by
repulsive forces to produce colloids with the desired stability.

4.3 ATTRACTIVE SURFACE FORCES

Attractive surface forces, generally referred to as van der Waals forces, exist
between all atoms and molecules regardless of what other forces may be involved.
They have been discussed in detail by Isrealachvili (4). We shall first examine
the origins of the van der Waals forces between atoms and molecules and later
consider the attractive forces between macroscopic bodies such as particles.

4.3.1 Van der Waals Forces Between Atoms and
Molecules

The van der Waals forces between atoms and molecules can be divided into three
groups (5):

1. Dipole-dipole forces (Keesom forces). A molecule of HCI, because
of its largely ionic bonding, has a positive charge and a negative
charge separated by a small distance (~0.1 nm), i.e., it consists of a
minute electric dipole. A polar HCl molecule will interact with another
polar HCI molecule and produce a net attractive force.
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2. Dipole-induced dipole forces (Debye forces). A polar molecule, e.g.,
HCI, can induce a dipole in a nonpolar atom or molecule, e.g., an
argon atom, causing an attractive force between them.

3. Dispersion forces (London forces). This type of force exists between
nonpolar atoms or molecules (e.g., between argon atoms).

To understand the origin of dispersion forces, consider an argon atom. Although
the argon atom has a symmetrical distribution of electrons around the nucleus
so that it has no dipole, this situation is only true as an average over time. At
any instant, the electron cloud undergoes local fluctuations in charge density,
leading to an instantaneous dipole. This instantaneous dipole produces an electric
field that polarizes the electron distribution in a neighboring argon atom so that
the neighboring atom itself acquires a dipole. The interaction between the two
dipoles leads to an attractive force.

The attractive dispersion force can be calculated as follows (6). Suppose
the first atom has a dipole moment . at a given instant in time. The electric field
E at a distance x along the axis of the dipole is

4me, \ x (4.1)

where €, is the permittivity of free space and x is much greater than the length
of the dipole. If there is another atom at this point (Fig. 4.1), it becomes polarized
and acquires a dipole moment p.” given by

W =oFE 4.2)

where « is the polarizability of the atom. A dipole " in a field E has a potential
energy V given by

V=—WE (4.3)
E
—_——
_ + — +
n T8
—— X - —

FiGURE 4.1 Polarization of a molecule by the field E due to a dipole, giving rise to
mutual attraction.
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Substituting for w" and E gives
2
Ve 1 4o’
4re, x° 4.4)
A rigorous derivation by London (1930) using quantum mechanics gives

V:_z[;J (ﬂj
4\4ne, ) | x 4.5)

where & is Planck’s constant and v is the frequency of the polarized orbital. The
force between the atoms has a magnitude

v B
_g_y (4.6)

where B is a constant. The Keesom and Debye forces are also proportional to 1/
x” and lead to a potential energy proportional to 1/x°. For dispersion forces, the
dependence of V on 1/x° is strictly applicable to separation distances that are
small enough (less than a few tens of nanometers) that the interactions between
the dipoles can be considered to be instantaneous. In this case, the forces are
referred to as nonretarded forces. For larger separations, when the forces are
described as retarded forces, V varies as 1/x’. Unless otherwise stated, we shall
assume that nonretarded forces operate for the remainder of this chapter.

F

4.3.2 Van der Waals Forces Between Macroscopic
Bodies

To determine the van der Waals forces between macroscopic bodies (e.g., two
particles), we assume that the interaction between one molecule and a macro-
scopic body is simply the sum of the interactions with all the molecules in the
body. We are therefore assuming simple additivity of the van der Waals forces
and ignore how the induced fields are affected by the intervening molecules.

In the computation due to Hamaker (1937), individual atoms are replaced
by a smeared-out, uniform density of matter (Fig. 4.2). An infinitesimally small
volume Av; in the first body exerts an attractive potential on an infinitesimally
small volume Av, according to the equation

. C
14 =_FplAvlp2A‘}2 .7

where C is a constant and p; and p, are the numbers of molecules per unit volume
in the two bodies. Of course, p; = p, if the two bodies consist of the same material.
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Particle 1 Particle 2

FIGURE 4.2 Additivity of the van der Waals force between macroscopic bodies. The
total interaction is taken as the sum of the interactions between infinitesimally small
elements in the two bodies.

The additivity of the forces now becomes an integration, with the total potential
energy being

C
v, =_[_x_6p1p2 dv, dv, (4.8)

Hamaker showed that Eq. (4.8) can be expressed as

Vi= (4.9)

A J'dvldv2
TEZ x()
where A, called the Hamaker constant, is equal to Cp;p,. According to Eq.
(4.9), V, is the product of a material-specific constant A and a geometrical term.

We will now consider some specific cases of interest in colloid science
where analytical solutions to the geometric term in Eq. (4.9) may be obtained.
For two semi-infinite parallel surfaces separated by a distance & (Fig. 4.3a), the
potential energy is infinite. However, it is possible to define a finite interaction

energy per unit area of one semi-infinite surface as

A
Vi = o (4.10)

For a sphere of radius a at a distance & from a flat semi-infinite solid (Fig. 4.3b),
V, is given by

Aa h h h
V,=—— 1+ +—1In
6h 2a+h a 2a+h

@.11)

Finally, the potential energy between two spheres of radius a that are separated
by a distance & (Fig. 4.3c) is given by
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A h k H
L
(a) (b) (c)
A Aa Aat
=-— v, = -2 y,o=-=
T 12a ! 6h ! 124

FiGURE4.3 The potential energy of attraction between two bodies with specified geome-
tries: (a) two semi-infinite parallel surfaces, (b) a sphere and a semi-infinite surface, (c)
two spheres.

Al 28 2 H -4d
VA=—E( ¢ a+1n—“]

—+ —_—
H*-4a* H*? H? 4.12)

where the distance between the centers of the spheres is equal to & + 2a. For
small separations, where h << a, Eq. (4.12) gives

Aa
Vi=—1on (4.13)

showing that V, is proportional to 1/h. In the case of large separations where h
>> g, the potential energy is

V- 16Ad°
= (4.14)

showing that V,, is proportional to 1/4°.

4.3.3 Determination of the Hamaker Constant

We start by making an estimate of A for a simple model. The value of C is
given by Eq. (4.5) if the x% term is removed from the denominator. For identical
interacting systems, A = Cm?p?, so that

Copyright © Marcel Dekker, Inc. All rights reserved.

MaRrceL Dekker, INc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



188 Chapter 4

2
3
A=—Zhv| 2| p?
4 4me (4.15)
The polarizability of an atom (or molecule) with a spherical shape of radius a is
given by
o =4ne,a’ (4.16)

For a cubic array of atoms, p = (1/2a)®. Substituting for o and p in Eq. (4.15)
gives

_ 3hv®  hv
T 4 64 8 @.17)

Taking the quantity Av to be comparable with the first ionization potential (of
the order 5-10 eV),

A=15%x107"] (4.18)

For a large number of solids (Table 4.2), A has values in a fairly narrow range
between 1072° and 10~ '° J (~2.5-25 kT, where k is the Boltzmann constant
and T is room temperature in degrees Kelvin).

The method of pair-wise addition, sometimes referred to as the microscopic
approach, was originally used by Hamaker (7) to calculate A from the polarizabili-
ties and number densities of the atoms in the two interacting bodies. However,
the method suffers from several problems. For example, it neglects many-body
interactions between the atoms. It is evident that if an atom X in Particle 1 exerts
a force on atom Y in Particle 2 (Fig. 4.2), then the presence of neighboring atoms
in Particle 1 and Particle 2 is bound to influence the interaction between atoms
X1 and Y2. It is also not clear how the addition needs to be modified if the
intervening medium between Particles 1 and 2 is not vacuum or air but another
dielectric medium. A solution to these problems was provided by Lifshitz (8), who
treated the bodies and the intervening medium in terms of their bulk properties,
specifically their dielectric constants. The Lifshitz theory, sometimes referred to
as the macroscopic approach, is fairly complex and has been reviewed in a number
of textbooks and articles at various levels of sophistication (9—12). Various meth-
ods for calculating A from the Lifshitz theory have been described (13,14) and
calculated values for several ceramic materials are given in Table 4.2.

The Hamaker constant can be determined experimentally by direct measure-
ment of the surface forces as a function of separation for bodies separated by
vacuum, air, or liquids. Differences between the calculated and measured values
depend on the complexity of the theoretical calculations and the accuracy of the
physical data used in the models (15). The first measurements down to separations

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



Science of Colloidal Processing 189

TABLE 4.2 Nonretarded Hamaker Constants at 298K for Ceramic Materials
When the Intervening Medium is Vacuum or Water

Hamaker constant (1072° J)

Material Crystal structure Vacuum Water
a-Al,O5 Hexagonal 15.2 3.67
BaTiO; Tetragonal 18 8
BeO* Hexagonal 14.5 3.35
C (diamond) Cubic 29.6 13.8
CaCO5" Trigonal 10.1 1.44
CaF, Cubic 6.96 0.49
CdS Hexagonal 114 3.40
Csl Cubic 8.02 1.20
KBr Cubic 5.61 0.55
KCl Cubic 5.51 0.41
LiF Cubic 6.33 0.36
MgAlLO4 Cubic 12.6 2.44
MgF, Tetragonal 5.87 0.37
MgO Cubic 12.1 221
Mica Monoclinic 9.86 1.34
NaCl Cubic 6.48 0.52
NaF Cubic 4.05 0.31
PbS Cubic 8.17 4.98
6H-SiC Hexagonal 24.8 10.9
B-SiC Cubic 24.6 10.7
B-SizNy Hexagonal 18.0 5.47
Si3Ny Amorphous 16.7 4.85
Si0, (quartz) Trigonal 8.86 1.02
Si0, Amorphous 6.5 0.46
SrTiO5 Cubic 14.8 4.77
TiO,* Tetragonal 15.3 5.35
Y,0; Hexagonal 13.3 3.03
ZnO Hexagonal 9.21 1.89
ZnS Cubic 15.2 4.80
ZnS Hexagonal 17.2 5.74
Zr0,/3 mol% Y,03 Tetragonal 20.3 7.23

# Average value calculated using a weighted procedure.
Source: Ref. 14.
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of 2 nm or less were performed by Tabor and Winterton (16) and by Israelachvili
and Tabor (17) using a cantilever spring to measure the force between molecularly
smooth surfaces of mica and a piezoelectric crystal to control the separation. By
fitting the measured surface force to the theoretical expression for the appropriate
geometry, they found that nonretarded forces operate for separations less than
~10 nm and the nonretarded Hamaker constant A = 10~ '° J. More recently, the
relatively new technique of atomic force microscopy (18,19) has seen considera-
ble use (20-23).

4.3.4 Effect of the Intervening Medium

The Lifshitz theory, as outlined earlier, is fairly difficult, and we provide here
only approximate relations for the effect of the intervening medium. If we consider
two bodies with dielectric constants €, and €, separated by a medium with dielec-
tric constant €3, the theory predicts that the Hamaker constant A is proportional
to a term given by the equation

A oc(el —& ]X[sz _SsJ
€ +¢g, €, +¢€, (4.19)
According to Eq. (4.19), if €, > €3 > &,, the value of A is negative, that is, there
is a repulsive force. It is difficult to explain this in terms of the Hamaker method of
pair-wise interactions. One might say that the intervening medium with dielectric

constant €5 likes itself more than the two bodies.
In colloidal systems, the bodies 1 and 2 are identical so that

2
A= C( € —& J
€ TE& (4.20)
where c is a constant. We see that A is always positive, that is, the van der Waals
force is always attractive, whether €5 is greater or smaller than €;. The intervening
medium always leads to a reduction in the attractive force when compared to the
force when the medium is air or vacuum (g5 = 1). Table 4.2 also gives the Hamaker

constants calculated from the Lifshitz theory for several ceramic materials when
the intervening medium is water.

4.4 STABILIZATION OF COLLOIDAL
SUSPENSIONS

Consider a suspension of colloidal particles. The particles undergo Brownian
motion (similar to the motion of pollen in a liquid) and will eventually collide.
The potential energy of attraction V, between two particles with radius a and a
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distance h apart is given by Eq. (4.13). Assuming that this equation is valid down
to contact between the particles, then we can calculate V, by putting 7 = 0.3
nm. Taking A = 10~ 2° J, for particles with a radius @ = 0.2 wm, V, has a value
of ~5 X 107! J. The thermal energy of the particles is kT, where k is the
Boltzmann constant and 7 is the absolute temperature. Near room temperature
(T = 300K), kT is of the order of 4 X 10~ 2' J and this value is much smaller
than V, for the particles in contact. Thus the particles will stick together on
collision because the thermal energy is insufficient to overcome the attractive
potential energy. Flocculation will therefore occur unless some method is found
to produce a repulsion between the particles which is sufficiently strong to over-
come the attractive force. There are several ways for achieving this, but the most
commonly used are (Fig. 4.4)

1. Electrostatic stabilization in which the repulsion between the particles
is based on electrostatic charges on the particles

2. Steric stabilization in which the repulsion is produced by uncharged
polymer chains adsorbed onto to the particle surfaces

3. Electrosteric stabilization, consisting of a combination of electrostatic
and steric repulsion, achieved by the adsorption of charged polymers
(polyelectrolytes) onto the particle surfaces.

4.5 ELECTROSTATIC STABILIZATION

Electrostatic stabilization, as outlined above, is said to occur when the repulsion
between the particles is achieved by electrostatic charges on the particles. The
repulsion is not, however, a simple case of repulsion between charged particles.
An electrical double layer of charge is produced around each particle, and the
repulsion occurs as a result of the interaction of the double layers. By way of an
introduction to the analysis of the electrical double layer, we consider how parti-
cles acquire an electrostatic charge in an aqueous liquid (water) and the general
principle of the double layer.

4.5.1 The Development of Charges on Oxide
Particles in Water

The main processes by which particles dispersed in a liquid can acquire a surface
charge are (1) preferential adsorption of ions, (2) dissociation of surface groups,
(3) isomorphic substitution, and (4) adsorption of charged polymers (polyelectro-
lytes). Preferential adsorption of ions from solution is the most common process
for oxide particles in water, whereas isomorphic substitution is commonly found
in clays. The adsorption of polyelectrolytes is the main charging mechanism in
electrosteric stabilization and will be discussed later. The dissociation of ionizable
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FiGURE 4.4 Schematic representation of (a) electrostatic stabilization for negatively
charged particles, (b) steric stabilization, and (c) electrosteric stabilization. (From Ref.
34.)
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surface groups such as sulfate, sulfonate, carboxyl, and amino groups is reviewed
in Ref. 24.

4.5.1.1 Isomorphic Substitution

In the crystal lattice of clay minerals, some of the cations are replaced by other
cations of lower valence without altering the crystal structure; e.g., Si** ions are
replaced by AI** or Mg?* ions, and AI** ions by Mg?* ions. This substitution
leads to a deficit of positive charges, which is balanced by other positive ions
(e.g., Na*, K*, or Ca®") adsorbed on the basal surfaces (the larger flat surfaces)
of the platelike clay particles. The process occurs naturally in the weathering of
clays. In the case of the clay mineral pyrophyllite, Al,(Si,O5),(OH),, isomorphic
substitution in which Mg>* replaces some of the AI** ions in the lattice leads
to montmorillonite, Nag 33(Al; 67Mg0 33)(S1,05),(OH),, another mineral with the
same crystal structure in which the charge deficit is balanced by Na* ions on the
particle surfaces. When the clay mineral montmorillonite is dispersed in water,
the Na* ions pass freely into solution, leaving negatively charged basal surfaces
(Fig. 4.5).

The extent of isomorphic substitution is dictated by the nature of the clay,
and this is expressed by the cation exchange capacity (CEC). The CEC of a clay
is the number of charges on the clay (expressed in coulombs per kilogram) which
can be replaced in solution. It is typically in the range of 10° to 10° C/kg and
for a given clay is not sensitive to variables such as pH or concentration of the
electrolyte in solution.

Ol 1@

_
O g~

O e~

FIGURE 4.5 The production of charges on the basal surfaces of clay particles (e.g.,
montmorillonite) in aqueous liquids.
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The edges of clay particles, where imperfections occur due to bond break-
age, carry a positive charge in water at low pH, and this decreases to zero as the
pH is raised to ~7. The charge is not due to isomorphic substitution but is
generally considered to be due to dissociation of OH groups from aluminum
octahedra:

N\ Al-OH —— N\ AlT + OH~

/ /
The plasticity of clay suspensions results in part from the ‘‘house of cards’
structure formed by the attraction of the oppositely charged basal surfaces and
edges (Fig. 4.6).

4.5.1.2 Adsorption of Ions from Solution

In the process of preferential adsorption of ions from solution, an electrolyte such
as an acid, a base, or a metal salt is added to the aqueous liquid. Ions preferentially
adsorb onto the surface of the dispersed particles leading to a charge on the
particle surface. Because the system consisting of the particle and the electrolyte
must be electrically neutral, an equal and opposite countercharge exists in the
solution. Most oxide surfaces are hydrated; for an oxide of a metal M, there will
be MOH groups on the surface, as illustrated in Fig. 4.7 for SiO,. In acidic
solutions, adsorption of H" ions (or hydronium ions, H;0™) produces a positively
charged surface, while in basic solutions, adsorption of OH ~ ions (or the dissocia-
tion of H* ions) leads to a negatively charged surface. Thus oxide surfaces are
positively charged at low pH and negatively charged at high pH. At some interme-
diate pH, the adsorption of H* ions will balance that of the OH™ ions, and the

(a) (b)

FIGURE4.6 Schematic illustration of clay particles in water showing (a) surface charges
on an individual particle and an (b) aggregated particle network formed by the attraction
of oppositely charged faces and edges.
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particle surface will be effectively neutral. The pH value where the particle surface
has a net charge of zero (denoted as pH,) is defined as the point of zero charge
(PZC). The acid-base properties of oxide surfaces are commonly characterized
by the PZC. The more ‘‘acidic’” oxides such as SiO, have a low PZC while the
more ‘‘basic’’ oxides such as MgO have a high PZC.

The PZC is measured by potentiometric acid-base titrations (25). As dis-
cussed later, it is usually more convenient to measure the {-potential of the parti-
cles, which corresponds to the electrostatic potential at a short distance from the
particle surface (at the surface of the Stern layer). The pH where the {-potential
is zero is called the isoelectric point (IEP). For oxides, commonly PZC = IEP.
However, when the {-potential measurements are carried out in the presence of
surface active species such as multivalent ions and charged dispersant molecules,
the PZC may be somewhat different from the IEP. Table 4.3 gives the approximate
IEP values for several oxides (26,27).

The PZC of pure oxides can be calculated in two ways. In the Parks theory
(27), hydroxyl groups on the surface of the oxide are considered to act as acids
or bases, according to the equilibria

MOH=2MO™ + H* (4.21a)

and
MOH + H' 2 MOH} (4.21b)

Siy, particle

FIGURE 4.7 The production of surface charges on SiO, particles by adsorption of ions
from acidic or basic solutions.
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TaABLE 4.3 Nominal Isoelectric Points (IEPs) of Some Oxides

Material Nominal composition IEP
Quartz SiO, 2-3
Soda-lime-silica glass 1.0Na20-0.6Ca0-3.7Si0, 2-3
Potassium feldspar K,0-Al,03.6Si0, 3-5
Zirconia 7r0O, 4-6
Tin oxide SnO, 4-6
Titania TiO, 4-6
Bariun titanate BaTiO3 5-6
Kaolin Al,03-S10,-2H,0 5-7
Mullite 3A1,05.2810, 6-8
Ceria CeO, 6-7
Chromium oxide Cr,03 6-7
Hydroxyapatite Ca;9(PO4)s(OH), 7-8
Haematite Fe, 03 8-9
Alumina Al,O3 8-9
Zinc oxide ZnO 9
Calcium carbonate CaCOs3 9-10
Nickel oxide NiO 10-11
Magnesia MgO 12

Source: Refs. 26 and 27.

so that the equilibrium between the positive and negative charges on the surface
can be written

MO~ (surface) + 2H" & MOH3 (surface) (4.22)

with an equilibrium constant K given by

B [ MOH; |

[mo e 4.23)

where the quantities in the square brackets represent the concentrations of the
species. At the PZC, [MOH?] = [MO™], so that

1

By relating K to the free energy change due to the approach of the 2H* ions to
the MO ™ ion, Park showed that
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z
PZC=A -B =
I (4.25)

where A and B, are constants, Z is the ionic charge of the cation, and r = 2r, +
ry, where r, and r, are the ionic radii of the oxygen ion and the cation, respectively.
A good correlation between the measured PZC values and those calculated from
Eq. (4.25) is shown in Figure 4.8. Yoon et al. (28) have developed an improved
version of the Parks relationship.

The second method considers the surface acidity to result from the electron
acceptor character of the oxide surface (29). This is related to the Lewis acid-
base concept where, for an ionic oxide, the acid entity is the cation with the base
being the oxygen anions. For an oxide M,O,, the surface acidity has been shown
to be related to the ionization potential (IP) of the metal M according to

PZC=A,+B,(IP) (4.26)

where A, and B, are constants. The correlation between PZC data and Eq. (4.26)
is also found to be good (29).

12 Hg0
19 |
Cud) —m-=2< Hi0
-1 -
N Zno 505
o
%- 3 .. »Thdg
6 Feals Sn0
Snz
o »7i0z
4 ) Iroy  *Mn0,
| H, = 1535 -0.86Z% .
2 PHo 5105
e ——— ’
o 5 10 15

Zir (1/nm}

FIGURE 4.8 The Parks relationship between the point of zero charge pH, and Z/r, where
Z is the ionic charge of the cation and r is the sum of the cation radius and the oxygen
ion diameter. (From Ref. 27.)
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4.5.2 Origins of the Electrical Double Layer

For electrostatically stabilized colloidal suspensions, the charges, as we have
seen, consist of a surface charge on the particles and an equal and opposite
countercharge in the solution. Suppose the particle has a positive surface charge
due to preferential adsorption of positive ions. In the complete absence of thermal
motion an equal number of negative ions (counterions) would adsorb onto the
positive charge and neutralize it. However, such a compact double layer does
not form because of thermal motion. Instead, the counterions are spread out in
the liquid to form an diffuse double layer as shown in Fig. 4.9. There is a fairly
rapid change in the concentration of the positive and negative ions as we move
away from the surface (Fig. 4.10a). As a result, the electrical potential also falls
off rapidly with distance from the surface (Fig. 4.10b).

As two particles approach one another in the liquid, the diffuse double
layers will start to overlap. It is the interaction between the double layers that
gives rise to the repulsion between the particles. If the repulsion is strong enough,
it can overcome the van der Waals attractive force, thereby producing a stable
colloidal suspension. As a prelude to examining the interactions between double
layers, we start with an isolated double layer associated with a single particle.

4.5.3 Isolated Double Layer

The electrical properties of an isolated double layer can be described in terms of
the variation of the electrical charge or the electrical potential (Fig. 4.10). The
two are related through the capacitance so that if one is known, the other can be
found. We shall consider the potential mainly. We shall also consider the analysis
in one dimension (the x direction) and make a number of simplifying assumptions:

e O] o
©° 4 ©
o ©
Particle &) ® Q@
o © o
o 0O Liguid
o © ©
Surface charge Diftuse double layer

FIGURE 4.9 The distribution of positive and negative charges in the electrical double
layer associated with a positively charged surface in a liquid.
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(a)

{b}

Concentration of ions

Electric potential

«—— Positive surace charge

Magative ions concenirated near surtace

7

P Meagalive ions excluded from surface

Distance x from surface

$o

1
1
[
1
1
I
I

/K

Distance x from surface

FiGURE 4.10 (a) Concentration of positive and negative ions as a function of distance
from the particle surface. (b) The electrical potential ¢ as a function of distance from the
particle surface. The distance equal to 1/K is the Debye length.

(1) the particle surface is taken to be flat and (2) the electrolyte is symmetrical
(e.g., HCI) in that the valence of the positive ions is equal in magnitude to the
valence of the negative ions.

The variation in the electrical potential ¢ with distance x is governed by

Poisson’s equation:

Vo (x)=-

p(x)

ee 4.27)

0
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where p(x) is the charge density at a distance x from the surface, ¢ is the dielectric
constant of the liquid medium, and g is the pemittivity of vacuum. The charge
density is obtained from the sum of the contributions of the individual ions:

- ZC"Z"F (4.28)

where c; is the concentration and z; is the valence of the i ions, and the summation
is over the positive and negative ions in the solution. The concentration c; is
given by the Boltzmann distribution:

RT

C. =C_. €X]
e p{ (4.29)

where c.; is the concentration of the i ions very far from the particle surface, F’
is the Faraday constant, R is the gas constant, and 7 is the absolute temperature.
Equations (4.27) to (4.29) give

P Teren{ 2020

Summing over the positive (+) and negative (-) ions and putting z, = -z_ =z
(symmetrical electrolyte) and c., = c». = C« (the concentrations of the positive
and negative ions far from the surface are equal), Eq. (4.30) reduces to

Vala) =2 s L21))

0

(4.30)

4.31)

For low surface potential, referred to as the Debye-Hiickel approximation, such
that

2Fd << RT (4.32)

and making the substitution

K2 = 2¢7°F?
ge RT (4.33)

Equation (4.31) becomes

Vo(x)= £ () 4349

With the appropriate boundary conditions:
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6=0,atx=0 ¢=0atx=o0 (4.35)

where ¢, is the potential at the surface of the particle, the solution of Eq. (4.34)
is

0 =0, exp(-Kx) (4.36)

The term K occurs frequently in the analysis of the electrical double layer, and
1/K has the dimensions of length. At a distance x = 1/K the potential ¢ has fallen
to 1/e of its value at the surface of the particle, and beyond this the change in ¢
is small. Thus 1/K may be considered the thickness of the double layer and is
usually referred to as the Debye length. According to Eq. (4.33) the thickness of
the double layer depends on a number of experimental parameters. As we shall
see later, these parameters can be varied to control the magnitude of the repulsion
between two double layers and thereby the stability of the suspension.
Equation (4.31) can be integrated twice to give (30)

tanh (%(TX)) = tanh(%]exp(—Kx)

Equation (4.37), referred to as the Gouy-Chapman equation, is valid for any value
of the surface potential ¢, However, for ¢, less than ~50 mV, the difference
in the ¢ values found from the Debye-Hiickel approximation and the Gouy-
Chapman equation is insignificant (Fig. 4.11).

A more rigorous analysis shows that the electrical double layer consists of
a compact layer (about a few molecular diameters thick) referred to as the Stern

(4.37)

Electric potential, ¢ (mV)

K{x —d)

FiGURE4.11 Comparison of the predictions of the Debye-Hiickel and Gouy-Chapman
equations for the potential ¢ in the electrical double layer. The Debye-Hiickel equation
can be used with insignificant error up to ~50 mV. (From Ref. 3.)

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



202 Chapter 4

layer and a more diffuse layer referred to as the Gouy-Chapman layer. The
electrical potential in the Gouy-Chapman layer decreases exponentially with dis-
tance according to Eq. (4.36) or (4.37) but decreases less steeply in the Stern
layer (Fig. 4.12). However, this refinement in the double-layer theory will not
be considered any further in this book.

4.5.4 Surface Charge

For electroneutrality, the surface charge density (charge per unit area) must be
equal to the integrated charge density in the solution; that is,

o (4.38)

Substituting for p from Eq. (4.27), then
T do\ d
0, = Jee ol)ir=ee, 2] —-ez, (2]
0 dx dx x=0

0

(4.39)

Stem Gouy-Chapman
layer layer

Electric potential, ¢

d
Distance x from surface

FIGURE4.12 The electrical double layer consists of a compact Stern layer and a more
diffuse Gouy-Chapman layer.
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Equation (4.31) can be integrated once to give
( @] __(srRTe)"  (2Fo,
de)_, |\ eg 2RT (4.40)
Substituting in Eq. (4.39) gives

F
o, = (8¢e,RTc) " sinh| L%
2RT

4.41)

For low potential (Debye-Huckel approximation), Eq. (4.41) becomes
o, =¢gg KO, (4.42)

The capacitance is defined as the charge divided by the voltage, and for a parallel
plate capacitor the capacitance is equal to egy/t, where ¢ is the distance between
the plates. We can therefore see from Eq. (4.42) that the electrical double layer
can be treated as a parallel plate capacitor with a thickness of 1/K.

4.5.5 Repulsion Between Two Double Layers

Two colloid particles will begin to interact as soon as their double layers overlap.
We consider the simplest case of two parallel surfaces at a distance & apart in
an electrolyte. The electrical potential within the double layers consists of two
symmetrical curves resembling that shown in Fig. 4.10b, and the net effect is
roughly additive (Fig. 4.13). As the distance / decreases the overlap of the double
layers causes the potential to increase, giving rise to a repulsive force that tends
to oppose further approach.

The general theory of the interaction between electrical double layers is
known as the DLVO theory (after Derjaguin, Landau, Verwey, and Overbeek).
It applies to the diffuse Gouy-Chapman layer. The theory is beyond the scope
of this book, but if we consider the particles to be two parallel surfaces, the
repulsion can be approximated by a fairly simple method, called the Langmuir
force method. The interaction between the particles can be analyzed in terms of
a repulsive force or a repulsive potential energy (i.e., the work done in bringing
the particles from infinity to the desired distance apart). Normally, the repulsive
potential energy is used.

The ionic concentration at a point midway between the two charged surfaces
(at A in Fig. 4.14) will be greater than that far away from the surfaces (at B).
This gives rise to an excess osmotic pressure Il that acts to push the surfaces
apart. The excess osmotic pressure at A is given by (1)

I1= 2RTC|:cosh(%J - 1}
RT (4.43)
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FIGURE4.13 (a) The electrical potential in the electrolyte solution between two parallel
surfaces for (a) large separation and (b) small separation. As the separation is decreased,
the potential is increased, implying a repulsion.
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FiGURE 4.14 Overlap of the electrical double layers associated with two parallel sur-
faces leads to an increase in the ionic concentration. The osmotic pressure that results
from the increased concentration acts to push the surfaces apart.

where ¢,, is the net electrostatic potential at A arising from the overlap of the
double layers. For large separation h, the net potential is roughly additive so

¢, =20 (4.44)

where ¢ is the potential of an isolated double layer at A. When ¢,, is small, that
is, zFb,, << RT, Eq. (4.43) reduces to

Copyright © Marcel Dekker, Inc. All rights reserved.

MaRrceL Dekker, INc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



Science of Colloidal Processing 205

_cZ'F9,

M=—" (4.45)

For low surface potential ¢,, the Debye-Hiickel approximation can be used:

K
0=0, exp(‘j) (4.46)

The repulsive potential energy Vi between the charged surfaces at a separation
h is the work done in bringing the surfaces from o to a distance 4 apart, so that

= |11
Ve -}[ dh (4.47)
Using Egs. (4.44)—(4.46) and integrating,
V, =2¢ge K¢’ exp(—K&'h) (4.48)

Equation (4.48) is valid for low ¢ and for large separations when the plates
interact under conditions of constant potential or constant charge.

For large ¢, the Gouy-Chapman equation must be used [Eq. (4.37)]. Using
Eq. 4.45 (valid for low ¢,,) and integrating (1), we obtain

4RTYY
V, = 2&901((—ij exp(—&h)
Z

(4.49)
where vy is defined by
F
Y = tanh Ko,
4RT (4.50)

For two spherical particles of radius a at a distance £ apart (see Fig. 4.3¢), when
the double layer around the particles is very extensive such that Ka < 5, Vi is
given approximately by (2)

V, = 2magee, 0> exp(—Kh) (4.51)

Equation (4.51) is valid for low ¢ and for constant potential or constant charge.
For large values of Ka (> 10) and for low ¢, Vg is given by

V, =2mage, 0 In[ 1+exp(-Kh) ] (4.52)
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4.5.6 Stability of Electrostatically Stabilized
Colloids

We now consider what happens when two colloid particles approach one another.
As the double layers start to overlap, the resulting repulsion opposes the attraction
from van der Waals interactions. The total potential energy V7 is given by

V, =V, +V, (4.53)

Using the convention that repulsive potentials are positive and attractive potentials
are negative, Fig. 4.15 shows an example of V, for the van der Waals attraction
and Vy for the double layer repulsion. The resultant curve for V; shows a deep
minimum at M, corresponding approximately to contact between the particles, a
secondary minimum at M», and a maximum between M, and M. For two particles
initially far apart approaching one another to a separation M,, if the thermal
energy (kT) of the particles is small compared to the depth of M,, the particles
will not be able to escape from one another. Flocculation will result, leading to
a sediment of loosely packed particles. Restabilization of the colloid can be
achieved by heating (increasing k7), by changing the electrolyte concentration
to increase the double layer repulsion, or a combination of the two. This process
of restabilizing a flocculated suspension is referred to as peptization.

In practice, the resultant curve for V; depends on the relative magnitudes
of V, and V. For a given system (e.g., a suspension of Al,O5 particles in water),
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FIGURE4.15 The potential energy between two particles in a liquid resulting from the
effects of the van der Waals attraction and the double layer repulsion.
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V4 is approximately constant, but Vx can be changed significantly by changing
the concentration and the valence of the ions in solution [see Eq. (4.51)]. These
two experimental parameters provide a useful way for controlling the stability
of the colloid. Figure 4.16 summarizes four main types of curves for V. In curve
A, the repulsion is weak and V7 is not significantly different from the curve for the
van der Waals attraction. The particles attract one another and reach equilibrium at
the primary minimum M;. A sediment consisting of clusters of particles almost
in contact is produced. This is known as coagulation, in contrast to flocculation
in which, as we have outlined above, the particles are loosely held together at
relatively large separations.

In curve B the repulsion is increased, and this leads to a secondary minimum
at M, which is shallow compared to k7. There is therefore little chance for floccu-
lation. However, the height of the maximum at P, is comparable to k7 so that
particles may be able to surmount the energy at P, and fall into the primary
minimum at M. Irreversible coagulation will result because the depth of M is
much greater than k7.

The double-layer repulsion has become so large in curve C that there is no
secondary minimum at M,. Furthermore, the height of the maximum P, is much

Potenbial 7
exergy :

I

=

Stparation

M,

FIGURE 4.16 Four examples of the resultant potential energy between two particles.
The repulsion between the particles increases in going from curve A to curve D.
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greater than k7 so that the particles have almost no chance of surmounting the
energy barrier. Curve C therefore represents the situation for a stable colloid.

Finally, in curve D, the attraction is much smaller than the repulsion over
all separations so that there is no minimum in the curve. An extremely stable
colloid will be produced under these conditions, but the strong repulsion limits
the concentration of particles in suspension. Addition of a salt can lead to compres-
sion of the double layer and a reduction in the viscosity.

Some general features of the DLVO theory have been confirmed (31) by
direct measurement of the surface forces between two sapphire platelets immersed
in an aqueous solution of NaCl at pH values from 6.7 to 11 using a surface force
apparatus (32). Measurements of the electrical double layer and van der Waals
forces were found to fit the theoretical predictions.

4.5.7 Kinetics of Flocculation

Flocculation is a kinetic process and the rate at which a colloidal suspension
flocculates forms one of its most important characteristics. Smoluchowski (1917)
distinguished between rapid flocculation and slow flocculation and developed a
theory based on the rate of collision between the particles (2). Rapid flocculation
is considered to take place in the absence of a potential barrier and is limited
only by the rate of diffusion of the particles towards one another. The flocculation
time, defined as the time ¢/, required for the number of particles to be reduced
by one-half of the initial value is given by

t,,= —3n
"2 4kTn, (4.54)

where m is the viscosity of the liquid, & is the Boltzmann constant, 7 is the absolute
temperature, and n, is the particle concentration (number per unit volume). For
particles of radius a in water, Eq. (4.54) becomes

2x10"
= et seconds

o0

1/2

(4.55)

where 7, is expressed in units of number per cm?. The particle volume fraction
fis related to n, by the relation n, = f/(4wa’/3); so Eq. (4.55) can also be written

vy (4.56)

where a is expressed in microns (pm).
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For slow flocculation in the presence of a potential barrier, analysis leads to

5
R =3 (4.57)

where R, and R, are the rates of slow and rapid flocculation, respectively, and W
is a factor known as the stability ratio. For a repulsive potential energy barrier
with a maximum V,,,,, the stability ratio is given by

W1 exp| —ma
2Ka kT (4.58)

showing that W depends exponentially on V.., and linearly as the normalized
double layer thickness (Ka)~ .

4.5.8 Electrokinetic Phenomena

Electrokinetic phenomena involve the combined effects of motion and an electric
field. When an electric field is applied to a colloidal suspension, the particles
move with a velocity that is proportional to the applied field strength. The motion
is called electrophoresis. It is a valuable source of information on the sign and
magnitude of the charge and on the potential associated with the double layer.
The measured potential, called the { potential, is an important guide to the stability
of lyophobic colloids (25). The most widely used method for measuring the
potential is the microelectrophoretic technique, in which the motion of individual
particles is followed in a microscope. The technique is used with very dilute
suspensions. Modern instrumentation provides for automated, rapid measure-
ments and for the use of concentrated suspensions.

4.5.8.1 Microelectrophoretic Technique

A schematic of a particle electrophoresis apparatus is shown in Fig. 4.17. The
suspension is placed in a cell, and a dc voltage V is applied to two electrodes at
a fixed distance [ apart. The sign of the particle charge is obtained directly since
it is opposite to that of the electrode toward which the particle is migrating. The
particle velocity is measured by using a microscope, and the velocity per unit
field strength (the electrophoretic mobility) is used to determine the {-potential
and the surface charge.

A particle with a charge ¢ in an electric field E experiences a force directed
towards the oppositely charged electrode given by

F=qE (4.59)

In a viscous medium, the terminal velocity v is reached rapidly, so Stoke’s law
can be used to account for the force on the particle:

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



210 Chapter 4

A
NNNNNNNY

Sample v

cell —

FIGURE 4.17 Schematic of a particle electrophoresis cell.

F = 6mnav (4.60)

where m is the viscosity of the medium and a is the radius of the particle. From
these two equations, the electrophoretic mobility is obtained:

v
E 6mna @.61)

For particles in a dilute electrolyte solution (i.e., for Ka < 0.1), the potential on
the surface of the particle can be taken as that of an isolated particle, that is,

(=—1
4mee,a (4.62)

Substituting for g in Egs. (4.61) and (4.62) gives

288()€
u=—">>

n (4.63)

For concentrated electrolyte solutions (Ka > 200), the Helmholtz-Smoluchowski
equation can be used:

M (4.64)
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For values of Ka between 0.1 and 200, Henry’s equation applies:

_2eel
u= B [1+f(ka)] “4.65)

where f(Ka) has the values

Ka 0 0.1 1 5 10 50 100
fiKa) 0 0.0001 0.027 0.16 0.239 0.424 0458 0.5

4.5.8.2 Significance of the (-Potential

The {-potential determined from the electrophoretic mobility represents the poten-
tial at the surface of the electrokinetic unit moving through the solution. It is not
the potential at the surface of the particle but must correspond to a surface removed
from the particle surface by at least one hydrated radius of the counterion (some-
times referred to as the shear plane). The {-potential is close to the Stern potential
(¢, in Fig. 4.12). It is the appropriate potential to be used in effects that depend
on the diffuse double layer (e.g., the double-layer repulsion discussed earlier)
provided that a reasonable guess can be made as to the distance of the {-potential
from the surface of the particle.

The surface charge calculated from the {-potential is the charge within the
shear surface. If the particle surface is assumed to be planar, the surface charge
density o, may be determined approximately from Eq. (4.41) or (4.42). Since
the {-potential and o, depend only on the surface properties and the charge
distribution in the electrical double layer, they are independent of the particle
size.

Typical data are shown in Fig. 4.18 for the electrophoretic mobility and
surface charge density of TiO, (rutile) as a function of pH in aqueous solutions
of potassium nitrate (33). The {-potential will show the same variation with
pH since it is proportional to the mobility. For many oxides, {-potential values
determined from the mobility generally fall within the range of +100 to -100
mV.

The {-potential plays an important role in that it is widely used as a measure
of the stability of colloidal suspensions. Suspensions prepared at pH values close
to the isoelectric point (IEP) may flocculate fairly rapidly because the repulsion
may not be sufficient to overcome the van der Waals attraction. Farther away
from the IEP, we should expect the rate of flocculation to be slower. In practice,
for good stability, suspensions are often prepared at pH values comparable to
those of the plateau regions of the {-potential or electrophoretic mobility curve.
For the data shown in Fig. 4.18, this corresponds to pH values of <5 or >7.

4.6 STERIC STABILIZATION

Steric stabilization is the term used to describe the stabilization of colloidal parti-
cles which results from the interaction between uncharged polymer chains ad-
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FiGURE 4.18 Surface charge density and electrophoretic mobility as functions of pH
for rutile in aqueous solutions of potassium nitrate. (From Ref. 33.)

sorbed onto the particle surfaces (Fig. 4.4b). The interactions between the polymer
chains are fundamentally different from those between the charged ions in electro-
static stabilization and are dominated by the configurational entropy of the chains.
Steric stabilization is commonly associated with suspensions in organic liquids,
but it is also effective for aqueous solvents. Exploited for over 4500 years since
the Egyptians applied the principle empirically in the production of ink for writing
on papyrus, steric stabilization is today exploited in a wide range of industrial
products such as paints, inks, coatings, and pharmaceuticals. In ceramics process-
ing, it is widely used for the production of stable suspensions in the consolidation
of ceramic powders by casting methods such as slip casting and tape casting.

Steric stabilization is treated by Napper in detail in a textbook (34) and in
a more condensed manner in a review article (35). For effective stabilization, the
adsorbed polymer chains must be well anchored to the particle surfaces to mini-
mize the risk of desorption, and the adsorbed layer must be reasonably thick to
provide sufficient repulsion when the particles approach one another.

4.6.1 Adsorption of Polymers from Solution

Polymer chains existing freely in solution can adopt a large number of different
configurations, and in thermal equilibrium this leads to a large configurational
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entropy contribution to their free energy (36). Because of the mutual van der
Waals attraction between the monomer units, the chains have a tendency to col-
lapse to a small solid ball, but this is resisted by the reduction in configurational
entropy that it would entail. Polymer chains in solution therefore tend to adopt
an open, random coil structure (Fig. 4.19). The diameter of the coil is a difficult
parameter to calculate. It can be taken as approximately the root-mean-square
(rms) end-to-end distance {r*}'? of the polymer chain, given by

<r2 >l/z _ l\/ﬁ (4.66)

where [/ is the length of a monomer unit and N is the number units in the
chain (i.e., the degree of polymerization). We see that for / = 0.1 nm and N =
104, then {+*)'? = 10 nm.

Homopolymers, such as polystyrene and polyethylene oxide, consisting of
a single type of monomer in the polymer chain, adsorb physically on the particle
surfaces by weak van der Waals forces. Individual monomer segments are weakly
attracted to the particle surface, but a large number of segments may contact the
surface at any given time so that the sticking energy of each chain is still much
greater than its thermal energy (= kT, where k is the Boltzmann constant and 7'
is the absolute temperature). The result is irreversible adsorption. Under these
conditions, the adsorbed polymer chain adopts a different conformation from the
coil conformation in free solution but has a similar characteristic size when

CH, CH, CH, CH,

@ NN/ N/

CH, CH, CH, CcH,

r = end-to-end
distance

(b)

FiIGURE4.19 Two configurations of a polymer chain: (a) an extended chain in a highly
extended polymer, (b) a coiled chain in a solution. The end-to-end distance of the coil
is r.
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“‘trains’’ of adsorbed segments act as anchor points between ‘‘loops’” and ‘‘tails’’
of segments extending into solution (Fig. 4.20a). Strong segmental attraction to
the particle surface is undesirable because it leads to a flattened conformation.

Steric stabilization by adsorbed homopolymers suffers from the conflicting
requirements that the liquid be a poor solvent to ensure strong adsorption but a
good solvent to impart a strong repulsion when the adsorbed polymer chains
overlap. At low polymer concentrations, an individual polymer chain can become
simultaneously adsorbed on two (or more) surfaces, resulting in an attractive
interaction known as bridging flocculation (see Sect. 4.6.4).

A more effective approach is to use polymer chains consisting of two parts
(graft or block copolymers). Figures 4.20b and 4.20c show these two types of
copolymers in which one part is nominally insoluble and anchors (chemically or
physically) onto the particle surface and the other is soluble in the liquid and
extends into the liquid (37). Examples of commonly chosen block copolymers
in organic solvents (e.g., toluene) are poly(vinyl pyrrolidone)/polystyrene (PVP/
PS) or poly(ethylene oxide)/polystyrene (PEO/PS).

The incorporation of a single polar group to the end of the polymer chain
can help to strengthen the anchoring to the particle surface by the formation

i ma

(a) (b)
(c) (d)

FiGURE4.20 Schematic illustration of the adsorbed polymer conformation on a ceramic
surface as a function of the chemical structure and composition: (a) homopolymer consist-
ing of tails, loops, and trains; (b) block copolymer consisting of a short anchoring block
and an extended chain block; (c) copolymer consisting of extended segments attached to
anchored backbone; and (d) short-chain polymer (surfactant) consisting of an anchoring
functional head group and an extended tail. (From Ref. 37.)
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of hydrogen bonds (in aqueous solvents) or coordinate bonds (in aqueous or
nonaqueous solvents). A useful way to describe the polar interactions is by the
Lewis acid-base concept or the more general donor—acceptor concept (38). In
the original form of the concept, a Lewis acid is defined as a substance capable
of accepting a pair of electrons from another species, while a Lewis base is a
substance capable of donating a pair of electrons. A basic functional group, for
example, attaches itself to acidic functional sites on the particle surface, while an
acidic functional attaches itself to basic functional group. The resulting polymer-
coated surface has a brushlike structure with the chains attached at one end while
the nonadsorbing chain protrudes into the solvent (Fig. 4.20d). An example is
the polyisobutene succinamide (OLOA-1200), one of the most widely used dis-
persants in nonaqueous solvents, in which the nitrogen atom in the basic succi-
namide group can form a coordinated bond with a Lewis acid site (e.g., an elec-
tron-deficient metal atom) on the particle surface (see Chapter 6).

Another way of achieving strong anchoring is to chemically attach the
polymer chain to the particle surface via functional groups that react with specific
sites (39,40), thereby eliminating the need for anchoring segments on the chain.
One type of approach involves the reaction of surface hydroxyl groups with
chlorosilane or alkoxysilane groups of the polymers. This is illustrated in Fig.
4.21 by a silane terminated polymer chain with silica.

4.6.2 Origins of Steric Stabilization

Let us consider what happens when two particles covered with polymer molecules
come within range of one another (Fig. 4.22a). The polymer chains will start to
interact when the distance between the particles is equal to 2L, where L is the

ggir%gle SidhOH  +  X-Si-[CH-CH,].-R
e STOsi-[CH-CH].-R  + XxH

FiGURE 4.21 Schematic illustration of the formation of a chemically bonded polymer
chain on the surface of an oxide particle (e.g., SiO»).
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thickness of the adsorbed polymer layer (see Fig. 4.20). For a long chain homo-
polymer, L =~ {r*)!2. On further approach such that the interparticle distance
is between L and 2L (Fig. 4.22b), the polymer chains may interpenetrate. The
concentration of the polymer is increased in the interpenetration region, and in
certain solvents, this can lead to a repulsion. The repulsion is said to arise from
a mixing (or rather a demixing) effect due to the need of the polymer chains to
avoid other chains in the interpenetration region of increased concentration. The
repulsion can also be thought of as corresponding to an osmotic pressure (i.e.,
due to the increased concentration in the interpenetration region) and is sometimes
described in these terms.

In some solvents, as discussed below, the interpenetration of the coils can
lead to an attraction, thereby causing flocculation. As the distance of approach
between the particles decreases further to less than L (Fig. 4.22¢), not only does
interpenetration occur, but the polymer chain on one particle may be compressed
by the rigid surface of the other particle. This compression generates an elastic
contribution to the stabilization that always opposes flocculation. The elastic
contribution to the repulsion is sometimes described as an entropic effect or a
volume restriction effect. At these separations, there are regions of space which
are no longer accessible to a given chain. Conformations that would otherwise
have been accessible are excluded so that there is a loss of configurational entropy.
The loss in entropy is given by the Boltzmann equation:

AS =kInQ (4.67)

where k is the Boltzmann constant and () is the loss in the number of configura-
tions of the polymer chain. The free-energy change due to the loss in entropy is

T

hs2l L<he2l he L

AANNNNNNNNNNNNNN

ANNNNNNNNNNNNNNG

(a) {b) (c)

FIGURE 4.22 The range of steric repulsion in polymeric stabilization. (a) There is no
interpenetration for large separations. (b) When the particles become close enough, interpe-
netration of the coils leads to a repulsion in good solvents or an attraction in poor solvents.
(c) For small separations, compression of the coils always leads to a repulsion.
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AG,, =-TAS (4.68)

where T is the absolute temperature. The term AG,, is always positive (because
AS is negative), and this is equivalent to a repulsion.

To summarize at this stage, the interactions between the adsorbed polymer
chains may be separated into (1) a mixing effect that produces either a repulsion
or an attraction and (2) an elastic effect that is always repulsive (Table 4.4). The
mixing effect is also described as an osmotic effect whereas the elastic effect is
described as an entropic effect or a volume restriction effect. The free energy of
the polymeric interaction can be written

AG

steric

=AG, +AG (4.69)

elastic

where AG,,ix and AG,.;. are the free energy change due to the mixing and
elastic effects, respectively.

4.6.3 Effects of Solvent Quality and Temperature

A key difference between electrostatic and steric stabilization is the significant
influence that the solvent quality and the temperature can have in steric stabiliza-
tion. As we saw above, interpenetration of the polymer chains gives rise to a
mixing effect. At a certain temperature, referred to as the ® (theta) temperature,
the interpenetration of the polymer chains does not lead to a change in the free
energy of mixing (AGp;x = 0), and a system of the polymer dissolved in the
solvent behaves like an ideal solution. The solvent is referred to as a ® solvent.

At temperatures greater than the ® temperature, the interpenetration of the
polymer chains leads to an increase in the free energy of mixing (AG,;>0), that
is to say that the polymer chains prefer contact with the solvent rather than contact
with one another. The solvent is referred to now as a good solvent (or a better
than O solvent). The repulsion between the chains leads to stability of the suspen-
sion. Below the O temperature, the polymer chains prefer contact with one another
rather than contact with the solvent (AG,,;x < 0), and in this case the solvent is

TABLE 4.4 Interactions Between Adsorbed Polymer Chains in
Steric Stabilization

Interaction Nature of Force

Mixing effect (osmotic effect) Repulsive (good solvent)
Attractive (poor solvent)

Elastic effect (entropic effect Repulsive (always)

or volume restriction effect)
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FIGURE 4.23 Schematic representation of the stability of a suspension as a function of
the temperature of the polymer solution. The stability changes dramatically within a few
degrees of the ® temperature of the solution.

referred to as a poor solvent (or a worse than © solvent). The attraction between
the chains may lead to flocculation of the suspension. As shown schematically
in Fig. 4.23, we would therefore expect the stability of the suspension to change
very markedly within a few degrees of the ® temperature for the polymer solution.
In practice, for many sterically stabilized suspensions, the temperature at which
the stability changes dramatically [referred to as the critical flocculation tempera-
ture (CFT)] correlates very well with the ® temperature of the solution (Table
4.5).

TABLE 4.5 Comparison of the Theta (@) Temperature of Solutions of Steric
Stabilizers with the Critical Flocculation Temperatures (CFT) of Suspensions

Molecular Dispersion
Stabilizer weight medium 0 (K) CFT (K)
Poly(ethylene oxide) 10,000 0.39 M MgSO,4 315+3 318 £2
Poly(acrylic acid) 51,900 0.2 M HClI 287 =5 283 =2
Poly(vinyl alcohol) 57,000 2 M NaCl 300 £3 310 £3
Polyisobutylene 760,000 2-methylbutane 318 327
Polyisobutylene 760,000 cyclopentane 461 455
Polystyrene 110,000 cyclopentane 410 427
Polystyrene 110,000 cyclopentane 280 293

Source: Ref. 35.
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4.6.4 Stability of Sterically Stabilized Suspensions

The total energy of interaction Vy for sterically stabilized suspensions is now the
sum of the steric interaction AGgic, given by Eq. (4.69), and the van der Waals
energy of attraction V,; that is,

V. =AG,_ +V, (4.70)

steric

Napper (34) gives theoretical expressions for AG ,;, and AG.j,.- For interactions
between adsorbed homopolymers in the region L < h < 2L (see Fig. 4.22), where
chain conformations from only trains and loops are taken into consideration,
AG i is given by (41,42)

G = SZMkTMG_X)(Ll)

s, 2 4.71)

where a is the radius of the particle, k is the Boltzmann constant, 7 is the absolute
temperature, 4 is the average volume fraction of segments in the adsorbed layer
(measured as ~ 0.37), v; is the molar volume of the solvent, and ¥ is the Flory-
Huggins parameter (x > 0.5 for a poor solvent and x < 0.5 for a good solvent).
At smaller interparticle separations, h < L, the polymer segment density is as-
sumed to be uniform, and the contributions from the elastic and mixing interac-
tions are given by

AG 4TCaL2kT(¢ ) ( )(i—l—lnﬁj
mix v : 2L 4 L 4.72)

1

AG o 2malkTp,8 [ 3(3— h/L)z
elastic M; L L 2

_6ln(3_§/Lj+3(l—h/L)}

where p, is the density and M% the molecular weight of the adsorbed polymer.

The interaction energy in sterically stabilized systems has been measured
(43,44) using the surface force apparatus described earlier, and the variation in
Vr is can be illustrated with the results shown in Fig. 4.24 for the interaction
between mica surfaces in the presence of a solution of polystyrene in cyclopen-
tane. The degree of polymerization of the polymer (i.e., the number of segments
in the chain) is 2 X 10*, which gives (+*)!”> = 15 nm. In the absence of polymer
molecules there is simply a short-range van der Waals attraction (curve a). This
is replaced by a deep, long-ranged attractive well at low coverage of the surface

(4.73)
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by the polymer chains (curve b). At progressively increasing surface coverage,
the attractive well becomes shallower and the range of the final repulsive potential
increases (curves b and c¢). Finally, when equilibrium coverage of the mica sur-
faces is attained, the interaction is repulsive at all separations (curve d).

The results shown in Fig. 4.24 serve to illustrate the influence of two impor-
tant effects in steric stabilization: the relative unimportance of van der Waals
attraction in steric stabilization, especially at fairly high coverage, and the signifi-
cance of the surface coverage by the adsorbed polymer chains. In certain cases,
low coverage may actually lead to flocculation. This occurs when the particle
has usable anchoring sites that are not occupied and for homopolymers having
a large number of segments that can contact the particle surface. Polymers from
a neighboring particle can then attach themselves and form bridges, leading to
flocculation. This type of flocculation is referred to as bridging flocculation. As
outlined earlier, the use of block or graft copolymers or polymers with functional
end-groups can alleviate this type of flocculation.

4.6.5 Stabilization by Polymers in Free Solution

It has been suggested that polymers in free solution can also impart stability to
colloidal suspensions. To understand how this type of stabilization might occur,

Repulsive

1973

5x 107"

~5x107*

Potential energy (J/m?)

107?
Attractive g 10 20 30 40 50 80 70

8'—

Surface separation (nm)

FIGURE 4.24 Interaction energy between mica surfaces in the presence of a solution
of polystyrene in cyclopentane. In the absence of polymer molecules (a), there is a simple
van der Waals attraction. At low surface coverage bridging (lower inset) dominates. As
more polymer adsorbs (b) and (c), the steric repulsion counteracts the attraction until at
high surface coverage (d), the interaction is repulsive at all separations. (From Ref. 43.)
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let us consider the approach of two particles from a large separation (Fig. 4.25).
Closer approach of the particles must be accompanied by demixing of the polymer
molecules and the solvent in the interparticle region. Consequently, work must
be done to make the polymer molecules leave the interparticle region. This corre-
sponds to a repulsion between the particles that, if high enough, can lead to
stabilization of the suspension. This type of stabilization is referred to as depletion
stabilization.

If the repulsion is not high enough, the particles can approach closer, and
when the separation becomes smaller than the size of the polymer chain in solution
(i.e., approximately {r*)'"?), all of the polymer chains would have been excluded
from the interparticle region (Fig. 4.25b). Closer approach of the particles will

(a)

Particle Particla
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(b)

Particle Particla

MINEN
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{reverse osmotic effect}
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2 /=

FIGURE 4.25 Polymeric stabilization by free polymer molecules in solution: (a) deple-
tion stabilization at separations greater than the diameter of the polymer coil and (b)
depletion flocculation at small separations.
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be favored because we have now created a type of reverse osmotic effect. The
pure solvent between the particles will diffuse into the surrounding region in an
attempt to lower the concentration of the polymer. This reverse osmotic effect
is equivalent to an attraction between the particles and flocculation occurs. This
type of flocculation is referred to as depletion flocculation.

The important effects in the stabilization of suspensions with uncharged
polymer chains are summarized in Fig. 4.26 (45).

4.7 ELECTROSTERIC STABILIZATION

As outlined earlier, suspensions can also be stabilized by electrosteric repulsion,
involving a combination of electrostatic repulsion and steric repulsion (Fig. 4.4c).
Electrosteric stabilization requires the presence of adsorbed polymers and a signif-
icant double layer repulsion. It is commonly associated with suspensions in aque-
ous liquids, but several studies have indicated that electrostatic effects can be
important in some nonaqueous systems (46). A common way of achieving elec-
trosteric stabilization in aqueous liquids is through the use of polyelectrolytes,
i.e., polymers that have at least one type of ionizable group (e.g., carboxylic or

Repulsian Atiraction

Adsorbing
polymer

Steric slabiiization Bridging flacculation

Nonadsorbing

Depletion stabilization Depletion flocculation

FIGURE 4.26 Summary of the most important effects occurring in the stabilization of
suspensions with uncharged polymer chains. (From Ref. 45.)
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sulfonic acid group) that dissociates to produce charged polymers. The polymers
can be homopolymers such as poly(acrylic acid), block copolymers, or graft
copolymers. Polyelectrolytes are widely used industrially in the preparation of
highly concentrated ceramic suspensions (>50 vol% particles) which are subse-
quently consolidated and fired to produce dense articles.

4.7.1 Dissociation of Polyelectrolytes in Solution

In aqueous solvents, polymers with ionizable groups develop electrostatic charges
by dissociation. The dissociation of the polymers as well as their adsorption is
strongly influenced by the properties of the solvent and the particle surfaces
(47-50). Figure 4.27 shows schematically the structure of two common homo-
polymers used for electrosteric stabilization: poly(methacrylic acid) (PMAA) and
poly(acrylic acid) (PAA) having a carboxylic acid (COOH) functional group.
The sodium or ammonium salts of these polymers, where the H in the COOH
group is replaced by Na or NH,, are also commonly used in electrosteric stabiliza-
tion. The molecular weight of the polymers can vary between ~1000 and
~50,000. These polymers are examples of anionic polyelectrolytes in that they
dissociate to give negatively charged species. Cationic polyelectrolytes are posi-
tively charged on dissociation.

The functional groups of PMAA and PAA can exist as COOH or dissociated
to COO . The dissociation reaction can be written in a general form as

A-COOH+H,0 = A-COO™ +H,0" (4.74)

Depending on the pH and the ionic concentration of the solution, the fraction of
the functional groups which is dissociated (i.e., COO ™) and which is not disso-
ciated (i.e., COOH) will vary. As the fraction o of COOH groups dissociated
increases from 0 to 1, the charge on the polymer varies from neutral to highly

CH3 H
| |
_T —CHy — —(|:-—CH2 —
COOH COOH
n n
PMAA PAA

FIGURE 4.27 Schematic diagram showing the polymer segments of poly(methacrylic
acid) (PMAA) and poly(acrylic acid) (PAA).
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negative. Figure 4.28 shows how a varies as a function of the pH and NaCl salt
concentration for the sodium salt of PMAA with a molecular weight of ~15,000.
As the pH and salt concentration increases, the extent of dissociation and the
negative charge of the polymer increase. At a pH greater than ~8.5, the polymer
is highly negative with a = 1. Under these conditions, the free polymer is in the
form of relatively large expanded random coils (diameter ~10 nm) due to the
repulsion between the charges segments. As the pH decreases, the number of
negative charges decreases, with the polymer being effectively neutral at a pH
of ~3.5. In the neutral condition, the polymer forms small coils (diameter ~3
nm) or clumps.

4.7.2 Adsorption of Polyelectrolytes from Solution

Adsorption of polyelectrolyte onto the particle surface is commonly dominated
by electrostatic interactions and is often strongly favored if the particle surface
and the polyelectrolyte have opposite charges. As discussed earlier, the surface
charge of the oxide particles dispersed in aqueous solvents depends on the pH
of the suspension. For example, Fig. 4.29 shows the surface charge density o,
of Al,O5 particles (Sumitomo AKP-15) as a function of pH for two NaCl salt
concentrations. By comparing the data in Figs. 4.28 and 4.29, we see that consider-
able electrostatic attraction should occur between the negatively charged polyelec-
trolyte and the positively charged Al,Oj;, particularly in the pH range of ~3.5
to 8.5.

Figure 4.30 shows the measured adsorption isotherms for the sodium salt
of PMAA (PMAA-Na) on the Al,O; particles at various pH values. The results
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T o 0.10M &
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FiGURE 4.28 Fraction of acid groups dissociated versus pH for the sodium salt of
poly(methacrylic acid), PMAA-Na, in water containing three different salt concentrations.
(The molecular weight of the polyelectrolyte is 15,000.) (From Ref. 47.)
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FIGURE 4.29 Surface charge density versus pH for a-Al,O3 powder (Sumitomo AKP-
30) in water containing two different salt concentrations. (From Ref. 47.)

are plotted in the form of milligrams of PMAA adsorbed per square meter of the
Al,Oj5 surface versus the initial amount of PMAA-Na added [as a percent of the
dry weight of Al,Os, i.e., on a dry weight basis (dwb)]. The solid diagonal line
represents the adsorption behavior that would occur if 100% of the PMAA added
were to adsorb. It is clear that the amount of PMAA adsorbed increases with
decreasing pH. At low pH values (o — 0), the polymer chain adopts a fairly
compact conformation and adsorbs in a dense layer with a small thickness (Fig.
4.31). The projected area per adsorbed chain is relatively small, and more ad-
sorbed chains are required to establish a monolayer. When fully ionized (o —
1) at higher pH values, the polyelectrolyte adsorbs in an open layer with a large
thickness, and fewer chains are needed to form a monolayer.

4.7.3 Stability of Electrosterically Stabilized
Suspensions

At low concentration of adsorbed polyelectrolyte, flocculation can occur by
charge neutralization between the oppositely charged polyelectrolyte and the par-
ticle surface, so that interparticle repulsion is limited. Bridging flocculation can
also occur when a charged homopolymer adsorbs on a neighboring particle. At
higher concentration of adsorbed polyelectrolyte, the stability of the suspension
improves because of the long-range repulsion resulting from electrostatic and
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FiGURE4.30 Amount of PMAA salt adsorbed on a-Al,O3 powder as a function of the
initial amount of PMAA-Na added to the suspension. (From Ref. 47.)

Higher pH

FiGURE 4.31 Schematic illustration of the conformation of an anionic polyelectrolyte
on a ceramic surface as a function of pH. (8 is the thickness of the adsorbed polymer
layer.) (From Ref. 37.)
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steric interactions (51). The electrostatic repulsion dominates at larger particle
separation, whereas the steric repulsion becomes more pronounced at shorter
separation.

By studying the sedimentation behavior of Al,O; suspensions stabilized
with PMAA-Na, the conditions for stability have been determined as a function
of pH and polyelectrolyte concentration. The observations can be conveniently
plotted on a map, called a colloid stability map (Fig. 4.32). The map shows, for
a given concentration of Al,Oj particles (20 vol%), the regions of stability and
instability (tendency towards flocculation). Regions below the curve are unstable.
Regions near and slightly above the curve are stable and dispersed as a result of
electrosteric repulsion due to the adsorbed polyelectrolyte. For a given pH value,
the concentration of adsorbed polyelectrolyte at the stability boundary corre-
sponds to the saturation concentration of the adsorption isotherm (Fig. 4.30).
Regions further above the curve have appreciable amounts of free polymer in
solution. At pH values below ~3.5, the adsorbed polymer is essentially neutral
so that the electrostatic repulsion results from the surface charge of the particles.

4.8 STRUCTURE OF CONSOLIDATED COLLOIDS

So far in this chapter we have been concerned mainly with the principles of
colloid stability. The key factors and how they can be manipulated to influence
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FiGURE 4.32 Colloid stability map for suspensions of a-Al,O3 powder (20 vol %) as
a function of adsorbed PMAA and pH. (From Ref. 47.)
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the stability of the suspensions have been discussed. The next step, which is of
great practical importance to ceramic processing, is to relate the stability of the
suspension to the structure of the consolidated colloid. As we have outlined
earlier, the structure of the consolidated body has a significant influence on the
quality of the fired microstructure. The objective, therefore, is to understand how
the colloidal properties of the suspension can be manipulated to produce the
desired structure in the consolidated body.

An initial step in the colloidal processing of most ceramic powders may
involve the removal of hard agglomerates and large particles (if present) from
the suspension by sedimentation. After this, consolidation of the suspension is
achieved by a variety of methods. For suspensions with a low concentration of
particles, methods such as gravitational settling, centrifuging, and filtration can
be used, whereas the casting methods such as pressure casting, slip casting, tape
casting and gel casting are suitable for concentrated suspensions. Stable suspen-
sions of submicron particles are known to settle very slowly under normal gravity;
the settling rate is normally increased by centrifuging or by filtration. The consoli-
dated colloid has a densely packed structure (Fig. 4.33a). Because the particles
flocculate while settling, unstable suspensions settle faster and produce a loosely
packed structure (Fig. 4.33b).

The structure of the consolidated colloid formed is actually more complex
than the arrangements illustrated in Fig. 4.33. The microstructures of nearly mono-
disperse SiO; particles shown in Fig. 4.34 indicate that the difference in structure
formed from the stable suspension and the unstable suspension is not controlled
by the way in which the individual particles arrange themselves in the sediment
but rather the way they group themselves to form densely packed multiparticle
units called domains (52). Figure 4.34c shows that the domains in a consolidated

(a) (b)

FiGURE 4.33 Schematic of a consolidated colloid formed from (a) a stable suspension
and (b) a flocculated suspension.
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FiGURE 4.34 Microstructures of particle domains formed by centrifugal consolidation
of SiO, colloidal suspensions at (A) { =0 mV, (B) {=68 mV and (C) { =110 mV. The
average particle diameter is 0.7 pm. (From Ref. 52.)
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colloid formed from a stable suspension of spherical, nearly monodisperse pow-
ders are arranged in a periodic pattern not unlike that found in crystalline grains.
Domains are also formed if the particles are irregular in shape, but the periodic
arrangement of the domains is lost.

The microstructures of Fig. 4.34 also show that the size of the domains
can be altered through manipulation of the interparticle forces. The size of the
domains increases for higher double-layer repulsion. Furthermore, the efficiency
of the packing of the domains increases, leading to high packing density in the
consolidated colloid (Fig. 4.34C). As the repulsion decreases (or equivalently, as
the attraction increases), the domain size decreases and the interdomain pore size
increases. The interdomain porosity is therefore the main cause of the low packing
density of flocculated colloids.

We can attempt to describe the structure of the consolidated colloid in terms
of the particle interactions. For highly attractive forces, the particle will “‘stick’’
on contact with another particle, leading to the formation of a highly disordered
system (Fig. 4.34A). As the repulsion increases, the particle will be able to
undergo a certain amount of rearrangement into low-energy positions leading to
an increase in the domain size and a reduction of the interdomain pore size (Fig.
4.34B). Finally, when the repulsion becomes dominant, each additional particle
can interact with the others to produce larger domains with small interdomain
pores (Fig. 4.34C). A problem, however, is that the domain boundaries constitute
defects that interfere with sintering. As discussed later (Chapter 11), sintering of
the domains leads to differential stresses that produce an enlargement of the
defects at the domain boundaries, thereby limiting the final density and the proper-
ties of the sintered material.

We have discussed the structure of consolidated colloids formed from elec-
trostatically stabilized suspensions, but the same principles apply to sterically
stabilized suspensions. For example, studies with polystyrene spheres stabilized
with polymers have yielded structures similar to those shown in Fig. 4.34.

4.9 RHEOLOGY OF COLLOIDAL SUSPENSIONS

The term rheology refers to the deformation and flow characteristics of matter.
Rheological measurements monitor changes in flow behavior in response to an
applied stress (or strain). The viscosity of the suspension is the key rheological
parameter of interest in ceramic processing, but other parameters such as the
yield stress in compression (or shear) and the viscoelastic properties (e.g., storage
modulus and the loss modulus) under an oscillatory stress are also important in
many systems.

Rheological measurements are widely used to characterize the properties
of colloidal suspensions (53,54). They can be used as a method of analysis as,
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for example, in determining the optimum concentration of dispersant required to
stabilize a suspension by measuring the viscosity of the suspension as a function
of the concentration of dispersant added. Rheological measurements are also used
commonly as a quality control technique to minimize the batch-to-batch variation
of suspension properties prior to consolidation (e.g., by spray drying, slip casting
or tape casting). Furthermore, rheological measurements can be used as a direct
processing parameter. For example, when the suspension is consolidated by cast-
ing methods (e.g., slip or tape casting), we require, on the one hand, that the
suspensions contain the highest possible fraction of particles. This is because a
concentrated suspension serves to reduce the shrinkage during drying of the cast
and to produce a green body with high packing density. On the other hand, we
also want the suspension to have a low enough viscosity so that it can be cast
into the desired shape. Rheological measurements provide an important means
of optimizing these requirements.

4.9.1 Rheological Properties

In simple shear, which is the most common way of determining the rheological
properties, the shear stress 7 is related to the shear strain rate vy by

T=ny (4.75)

where m is the viscosity. In general, the stress and the stain are tensors with each
having nine components. If ) is independent of the shear rate (or the shear stress),
the liquid is said to be Newtonian. Many simple liquids (e.g., water, alcohols,
and some oils) as well as many molten glasses show Newtonian behavior. For
more complex systems such as polymer solutions and colloidal suspensions, m
is not independent of the shear rate and the behavior is said to be non-Newtonian.
We must now write

n(y) =L
dy (4.76)

where m(¥), the viscosity at a given strain rate, is found from the slope of curve
of shear stress versus strain rate.

The viscosity of colloidal suspensions often shows a dramatic dependence
on the shear rate, and this dependence is used as a means to classify the rheological
behavior. Figure 4.35 shows the curves for Newtonian behavior and types of
non-Newtonian behavior found with colloidal suspensions. When the viscosity
increases with increasing shear rate, the behavior is described as shear thickening
(or dilatant). Suspensions containing a high concentration of nearly equiaxial
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FiIGURE 4.35 Typical rheological behavior of colloidal suspensions: (i) Newtonian, (ii)
shear thickening or dilatant, (iii) shear thinning or pseudoplastic, (iv) Bingham plastic,
(v) pseudoplastic with a yield stress.

particles may show shear thickening. Moderately concentrated suspensions of
small, elongated particles may show shear thinning or pseudoplasticity, where the
viscosity decreases with increasing shear rate. Shear thickening or shear thinning
behavior is sometimes described by an empirical relation of the form

T=KYy" 4.77)

where K is called the consistency index and n is an exponent that indicates the
deviation from Newtonian behavior. If n = 1, the suspension is Newtonian; when
n < 1, the suspension shows shear thinning or pseudoplastic flow; and when n
is > 1, the flow is described as shear thickening or dilatant.

For systems where the viscosity decreases with increasing shear rate after
an initial threshold stress called the yield stress T,, the flow behavior is described
as plastic. Concentrated suspensions of clay particles commonly exhibit plastic
behavior. A material obeying the equation

‘c—’[y =Ny (4.78)

where m is independent of the shear rate, is said to show Bingham-type behavior.
The viscosity of most plastic materials, however, is dependent on the shear rate,
and the flow behavior is often described by a power law relation,

-1, = K" (4.79)

where K and n were defined earlier in Eq. (4.77).
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The rheological properties of concentrated suspensions often depend not
only on the shear rate but also on the time. When the viscosity decreases with
time under shear but recovers to its original value after flow ceases, the behavior
is known as thixotropic (Fig. 4.36). This type of behavior is more often observed
in flocculated suspensions and colloidal gels. When the suspension is sheared,
the flocs are broken down leading a distribution of floc sizes. Often the regenera-
tion of the flocs is slow which causes the resistance to flow to decrease. The
opposite behavior, when the viscosity increases with shear rate and is also time
dependent, is known as rheopectic.

In practice, dilatant and rheopectic behavior are often undesirable because
at high shear rates the suspension becomes too stiff to flow smoothly. Plastic
behavior is desirable for many ceramic forming methods because the suspension
will flow under high stress but will retain its shape when the stress is removed
after forming. Pseudoplastic (shear thinning) behavior is often an acceptable com-
promise.

For the range of values encountered with colloidal suspensions, a concentric
cylinder rotating viscometer is often used to measure the viscosity. Less often
used are the cone and plate viscometer and the parallel plate viscometer. For
liquids and solutions, a capillary viscometer is often used. Information on several
types of viscometers can be found in Ref. 55.

4.9.2 Factors Influencing the Rheology of Colloidal
Suspensions

The interparticle forces discussed earlier in this chapter have a significant influ-
ence on the rheological behavior and the stability of the suspension can often be
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FiIGURE4.36 Thixotropic behavior in which the rheology depends not only on the strain
rate but also on time.
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inferred from the observed behavior. The particle characteristics, particularly the
particle concentration, can also have a significant effect on the suspension rheol-
ogy. Commonly, the influence of the liquid medium is small unless an excess
concentration of dissolved polymer is present.

4.9.2.1 Influence of Interparticle Forces
Hard Sphere Systems

Hard sphere colloidal systems do not experience interparticle interactions until
they come into contact, at which point the interaction is infinitely repulsive.
Such systems represent the simplest case, where the flow is affected only by
hydrodynamic (viscous) interactions and Brownian motion. Hard sphere systems
are not often encountered in practice, but model systems consisting of SiO,
spheres stabilized by adsorbed stearyl alcohol layers in cyclohexane (56,57) and
polymer latices (58,59) have been shown to approach this behavior. They serve
as a useful starting point for considering the more complicated effects when
interparticle forces are present.

In a quiescent suspension, the particles are moving continuously in a random
manner with Brownian motion. The time 7z taken for a particle to diffuse a
distance equal to its radius a is given by the relation

a’ =Dt (4.80)
with the diffusion coefficient D given by the Stokes-Einstein equation

kT
6mn,a (4.81)

where k is the Boltzmann constant, T is the absolute temperature, and m, is the
viscosity of the liquid medium. From Eqgs (4.80) and (4.81),

B 615110a3
o ="r (4.82)

We can take 7 to represent a characteristic time required to restore the structure
of the suspension from a disturbance caused by Brownian motion. The time scale
tg for viscous flow due to a shear stress can be taken as the reciprocal of the
strain rate y. The dimensionless parameter equal to the ratio #/fg, which is referred
to as the Peclet number (or the reduced strain rate)

p= 61m0a37
T kT (4.83)

gives the relative importance of Brownian motion and viscous forces.
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For hard sphere systems, experimental data for the relative viscosity ),
(equal to the viscosity of the suspension m divided by the viscosity of the liquid
medium 1) versus P, lie on curves of the form illustrated in Fig. 4.37. At low
strain rates when P, is << 1, the structure of the suspension is not significantly
altered by the shear because Brownian motion dominates over the viscous forces.
At higher strain rates, the viscous forces start to affect the suspension structure,
and shear thinning occurs. At very high strain rates, i.e., when P, is >> 1, the
viscous forces dominate and the plateau region represents the viscosity of a sus-
pension with a hydrodynamically controlled structure.

In the limit of infinite dilution when all interactions between the particles
are neglected, the relative viscosity of hard sphere suspensions is given by the
Einstein equation

n, =1+25f (4.84)

where f'is the volume fraction of the particles. Equation (4.84) can be used with
negligible error for f < 0.01. At low strain rates (P, << 1), when two-particle
interactions are taken into account,

N, =1+2.5f+6.2f° (4.85)

Equation (4.85) has been shown to provide an adequate fit to experimental data
for f < 0.15.

As fis increased above 0.15, interactions involving multiple particles be-
come important and no rigorous hydrodynamic theory exists. The problem is
treated empirically, and several equations are available in the literature. One of
the most useful is the Krieger-Dougherty equation (60)

f increasing

log n,

log P,

FiGURE4.37 Schematic representation of the relative viscosity versus the Peclet number
for suspensions with different particle concentration f. (From Ref. 53.)
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-l
n = (1 - i]
S (4.86)

where [n] is the intrinsic viscosity of the suspension, equal to 2.5 for a suspension
of hard spheres, and f,, is the volume fraction of particles at which the viscosity
becomes practically infinite. For sterically stabilized SiO, spheres in cyclohexane,
Fig. 4.38 shows that the relative viscosity at low and high strain rates can be
well fitted by Eq. (4.86), with f,, = 0.63 at low strain rate and f,, = 0.71 at high
strain rate (61).

Soft Sphere Systems

Colloidal suspensions can be classified as soft sphere systems because the repul-
sive interactions occur at some characteristic distance from the particle surface.
For electrostatic and steric stabilization, this distance is the Debye length (1/
K) and the thickness of the adsorbed polymer layer, respectively. For sterically
stabilized suspensions, the adsorbed polymer layer leads to an increase in the
hydrodynamic radius of the particle. When the adsorbed layer is densely packed,
the principles described above for hard sphere systems are applicable, provided
that the volume fraction of particles f is replaced by an effective volume fraction

Jeir given by

160 i
WY 50, =063
£ 120 - gy g =071 .
z !
2 !
3 80 I
> i
o) f
=
T 40 .
D
C
0 -

0 0.2 04 0.8
Volume fraction, f

FiGURE 4.38 Relative viscosity versus volume fraction of particles for sterically stabi-
lized suspensions of silica spheres (radius = 110 nm) in cyclohexane. The data are for
low and high strain rates, ¥. (From Ref. 61.)
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6 3
fr =1 (HZJ (4.87)

where 3 is the thickness of the polymer layer and a is the particle radius (62—64).
The use of Eq. (4.87) with hard sphere scaling principles is successful only when
the ratio 8/a is small (less than ~0.1). With increasing thickness of the adsorbed
polymer layer, the experimental data deviate from the predicted behavior, particu-
larly at high volume fraction of particles. In principle, it should also be possible
to scale electrostatically stabilized suspensions in a similar manner. For these
systems, the Debye length 1/K is a reasonable estimate for the parameter 8 in
Eq. (4.87).

Flocculated Systems

Flocculated suspensions are dominated by attractive interparticle interactions and
form disordered, metastable structures. Because of these nonequilibrium struc-
tures, the rheological behavior is difficult to characterize. It is common to distin-
guish between two types of flocculated systems which are dependent on the
magnitude of the interparticle attraction: weakly flocculated and strongly floccu-
lated. Weakly flocculated suspensions are characterized by a shallow minimum
having a total potential energy of interaction in the range 1 < -V#"/kT < 20.
This state can be achieved by adding a nonadsorbing polymer to an otherwise
stable suspension (65) or by controlling the repulsion between the particles (66)
to achieve flocculation into a secondary minimum of the DLVO potential (see
Fig. 4.15). Weakly flocculated suspensions exhibit reversible flocculation, which
facilitates deformation of the structure during shear and its reformation in a short
time after removal of the stress. With increasing shear stress, the links between
individual particles or particle clusters are broken down, allowing significant
shear thinning to occur at low stresses and particle concentration (54). Strongly
flocculated suspensions are characterized by a deep minimum in the total potential
energy (-V#"/kT > 20) and an irreversible rheological behavior during shear.
They exhibit significant shear thinning and a significant yield stress.

Influence of Particle Interactions on the Viscosity

The interactions between the particles have a dramatic effect on the viscosity of
the suspension, as illustrated in Fig. 4.39 for Al,O5 suspensions containing 50
vol% particles which are stabilized with the polyelectrolyte poly(acrylic acid)
(see Sect. 4.7). The viscosity decreases dramatically as the concentration of PAA
is increased and, at some critical PAA concentration corresponding to the amount
required to form a complete monolayer on particle surface, reaches a low plateau
region that is almost independent of the PAA concentration. This dramatic change
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in viscosity reflects the change from a flocculated suspension at low PAA concen-
tration to an electrosterically stabilized system above the critical PAA concentra-
tion. Figure 4.39 also shows that the critical PAA concentration required to
achieve monolayer coverage of the particle surface is dependent on the molecular
weight. After the critical concentration is reached, further additions of PAA serve
mainly to produce excess polymer in the solution, and the viscosity of the suspen-
sion starts to increase again at high concentration.

A significant decrease in the viscosity is also found for systems stabilized
by electrostatic or steric mechanisms by moving from conditions where the sus-
pension is flocculated to those where it is stable. Data for the viscosity of aqueous
suspensions of nearly monodisperse SiO, particles (20 vol%) stabilized electros-
tatically by varying the pH or sterically by adsorbed layers of poly(vinyl alcohol)
(PVA) serve to illustrate some of the effects (67). The adsorption behavior of
PVA onto the SiO, particle surfaces is shown in Fig. 4.40 for a suspension
prepared at a pH value (3.7) that is close to the isoelectric point. Initially, all of
the PVA added to the suspension is adsorbed on to the particle surfaces. As the
PVA concentration increases, the particle surfaces become saturated and a plateau
region occurs in the adsorption isotherm. This first plateau is believed to be due
to the development of monolayer coverage of PVA on the particle surfaces.
Further increases in the PVA concentration lead to an increase in the adsorption
and the occurrence of a second plateau region, believed to be due to the develop-

0.30 r |I '[ T| T [ T T '|'
— Q.25
g i 50,000
4 o200~ =
- i i
- 018 -
%‘ - 5,000
o 0.10- \ \ S _
[ 5]
@® F 4 E'E'/ i
> hosi PRAERES TSOO
[s] [ PR IR N T R 1. . ]
002 004 QU6 008 040 oz Q14
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FiGURE 4.39 Viscosity versus the amount of poly(acrylic acid) (PAA) added (as a
percent of the dry weight of Al,O3) for various PAA molecular weights. The suspensions,
prepared at a pH of 9, contained 50 vol% «-Al,O5 particles (Sumitomo AKP-20). The
unfilled data points are the initial values and the filled points are the values after 10 min.
(From Ref. 48.)
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FiGURE 4.40 Adsorption isotherm for suspensions containing 20 vol% SiO, particles
in solutions of poly(vinyl alcohol). (From Ref. 67.)

ment of a denser packing of the adsorbed polymer molecules or to the occurrence
of multilayer adsorption.

Figure 4.41 shows the effect of the adsorbed PVA on the relative viscosity
of the suspension for suspensions prepared at a pH of 3.7. The data also show
the viscosity for an electrostatically stabilized suspension prepared at a pH of
7.0 without any PVA. For the suspensions containing no PVA, we see that the
stabilized suspension (pH = 7.0) has a fairly low viscosity and shows Newtonian
behavior, while the unstabilized suspension (pH = 3.7) has a much higher viscosity
and shows a high degree of shear thinning.

Considering now the effect of the PVA, we see that initially, the viscosity
increases as the amount of adsorbed PVA increases from 0 to 1.1 mg/g of SiO,
and a high degree of shear thinning occurs. The increase in the viscosity is most
likely due to bridging flocculation discussed earlier (see Sect. 4.6.4). When the
amount of adsorbed PVA becomes greater than 1.1 mg/g of SiO,, the trend is
reversed, and the viscosity decreases with increasing amount of adsorbed PVA.
For an amount of adsorbed PV A equivalent to that near the end of the first plateau
of the adsorption isotherm of Fig. 4.40 (~ 2.9 mg/g Si0O,), the viscosity is fairly
low and the behavior is almost Newtonian. For higher PVA concentrations (5.1
mg/g Si0,), the viscosity shows a small further decrease, but it is still higher
than that for the electrostatically stabilized suspension (pH = 7.0).
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FiGURE 4.41 The relative viscosity versus shear rate for suspensions containing 20
vol% SiO, particles. The suspensions prepared at pH = 3.7 (the isoelectric point of the
Si0,) and pH = 7.0 contained no poly(vinyl alcohol). All of the suspensions containing
poly(vinyl alcohol) were prepared at pH = 3.7. (From Ref. 67.)
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4.9.2.2 Influence of Particle Characteristics

In addition to the interparticle forces discussed above, the particle concentration
also has a significant effect on the rheological properties of the suspension. At
the same level of stability, the viscosity of the suspension increases with increas-
ing volume fraction of particles, as illustrated by the results Fig. 4.38. The viscos-
ity increases rapidly as the particle concentration approaches f,,, the maximum
volume fraction of particles that can be accommodated in the suspension before
flow ceases.

For electrostatically and sterically stabilized suspensions (soft sphere
systems), the presence of an electrical double layer or an adsorbed polymer
layer, as discussed earlier, leads to an increase in the hydrodynamic radius
of the particle and a consequent reduction in f,, with decreasing particle size
[Eq. (4.87)].

As discussed later (Chapter 6), the packing of particles can be significantly
improved by mixing spheres of two different sizes (bimodal distribution) or
by using a broad, continuous particle size distribution. The packing of particles
can also have a significant effect on the rheological properties of a suspension.
Several studies have shown how the use of a bimodal or a broad, continuous
particle size distribution can lower the viscosity and increase f,,, but in many
cases, large particles (> 5-10 pm) have been used where colloidal effects
play no significant role (68). For electrostatically stabilized suspensions of
bimodal polymer particles, Fig. 4.42 shows how the relative viscosity varies
with the composition of the mixture and the ratio of the particle sizes (69).
The data are also compared with a theoretical model proposed by Farris (70).
For even a small size ratio of 2.5, the viscosity of the suspension decreases
significantly, and increasing the size ratio to 3.2 produces a further decrease.
However, the decrease in the viscosity due to a further increase in the size
ratio from 3.2 to 6.8 is far less than expected, and this has been attributed
to the enhanced importance of the Debye length with decreasing particle size.
For a constant Debye length, 8/a increases with decreasing particle size and,
as can be seen from Eq. (4.87), f.; increases.

The shape of the particles also has an effect on the viscosity. Most advanced
ceramics are fabricated using nearly equiaxial particles, but the effect of shape
would be important, for example, in the colloidal processing of ceramic compos-
ites reinforced with whiskers (short single crystal fibers) or platelets. Figure 4.43
shows the results of theoretical calculations for the intrinsic viscosity [n] as a
function of the axial ratio for particles with the shape of prolate ellipsoids. For
an axial ratio of 15-20, which may be relevant to the use of whiskers or platelets
in ceramic composites, the results show that [v] has a value of ~4.5 compared
to 2.5 for spherical particles.
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FIGURE 4.42 Effect of particle size ratio on the relative viscosity of stable suspensions
of bimodal polymer particles. The data were obtained at a shear stress = 1 dyne/cm?® and
for suspensions with a particle concentration f = 0.65. (From Ref. 69.)

4.10 CONCLUDING REMARKS

In this chapter we outlined the basic principles of electrostatic, steric, and elec-
trosteric stabilization of colloidal suspensions. A considerable gap still exists in
our understanding of many aspects of colloid stability, particularly in the case of
steric stabilization.. Nevertheless, the principles outlined in this chapter provide
a basis for manipulating the experimental parameters in order to produce a suspen-
sion of the desired stability. Colloidal methods have been used for a long time
in the forming of traditional, clay-based ceramics, and they are now being used
increasingly in the advanced ceramics sector. The use of colloidal methods for
improving the packing uniformity of the green body has yielded clear benefits
in the control of the fired microstructure. Finally, many of the principles outlined
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FiIGURE4.43 Intrinsic viscosity as a function of axial ratio for prolate ellipsoids. (From
Ref. 53.)

in this chapter will be encountered again in Chapter 6 when we consider the
methods used to consolidate ceramic powders.

PROBLEMS

4.1

4.2

4.3

4.4

Calculate the van der Waals potential energy V,, the electrostatic repulsive potential
energy Vg, the gravitational potential energy Vg, and the total potential energy V¢
between two colloidal particles of radius @ = 0.2 wm separated by a distance h =
10 nm in a dilute hydrochloric acid solution at 27°C, given that the Hameker constant
A =1072°], the surface potential of the particles ¢y =25 mV, the dielectric constant
of the solution € = 80, the concentration of hydrochloric acid ¢ = 5 mmol/l, and
the density of the particles d = 4.0 g/cm?.

Compare the mechanism by which clay mineral particles (e.g., kaolinite) acquire
a surface charge in water with the mechanism by which oxide particles (e.g., SiO,)
acquire a surface charge in water.

The clay mineral montmorillonite has the formula
Nag 33(Al; 67Mg0.33)(S1205)2(OH)»

Assuming that all of the Na* ions pass into solution, determine the ion exchange
capacity (in C/kg) of montmorillonite.

Stable suspensions of Al,O; particles and SiO, particles are prepared separately at
a pH = 6. If the two suspensions are mixed, discuss the colloidal stability of the
resulting suspension.
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4.5

4.6

4.7

4.8

4.9

4.10

4.11

4.12

4.13

Chapter 4

Derive Eq. (4.37). Hence show that for a high surface potential, the double layer
potential at a large distance from a flat surface decays as

0= 4RTex (—Kx)
CF P

Calculate the free energy of repulsion Vi between two double layers, each having
an area of 1 cm? at a surface potential ¢, = 4RT/F, in a monovalent electrolyte
giving a Debye length 1/K equal to 10~ ° cm and a distance of separation equal to
10 nm.

The surface potential of a flat surface in dilute HCI solution at 27°C is 50 mV. If the
acid concentration is 5 mmol/L, calculate the surface charge density. The dielectric
constant of the solution can be assumed to be equal to that of water (i.e., 78).

a. How does the double-layer repulsion change if the medium water is replaced
by methanol, assuming that the surface potential and the ionic concentration
remain the same?

b. If a monovalent electrolyte is replaced by a bivalent electrolyte but the Debye
length 1/K remains the same, how would the concentration of the electrolyte
have to change?

In a particle electrophoresis experiment, the particles in a dilute suspension are
observed to travel an average distance of 1 mm in 25 s when a potential difference
of 100 V is applied to the electrodes that are 5 cm apart. Determine the {-potential
of the particles.

Derive Eq. (4.66) for the root mean square end-to-end distance (/%' of a polymer
chain. Derive expressions for the average end-to-end distance (r) and the most
probable end-to-end distance 7,,, in terms of (r*)""2.

Determine (r*)'"> for polystyrene molecules in cyclopentane given that the
degree of polymerization of polystyrene is 2 X 10%.

Determine the van der Waals potential energy V, the free energy due to the mixing
effect AG,;x, and the free energy due to the elastic effect AGejagc, between two
mica particles of radius a = 0.2 pm separated by a distance & = 2L/3 in a solution
of polystyrene in cyclopentane at 27°C, given that the Hamaker constant A = 5 X
10720 J, the Flory-Huggins parameter x = 0.25, the degree of polymerization of
the polystyrene molecules = 2 X 10% and L = (r*)!/? , the root-mean-square end-
to-end distance of the polystyrene molecules in the solvent. State any assumptions
that you make.

Using Eq. (4.87), plot the effective volume fraction of particles f,; versus the volume
fraction of solid particles f for particles with radii of 10, 1, 0.1, and 0.01 wm and
assuming an adsorbed layer with a constant thickness of 10 nm.

Assuming that the suspension viscosity can be described by the Krieger-Dougherty

equation, determine the relative viscosity for suspensions containing 40 vol% of

solid spherical particles when

a. The particles are hard spheres with a radius of 1 pwm. Assume [n] = 2.5 and
Jfm = 0.63.
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b. The particles with a radius of 1 wm have an adsorbed surfactant layer with a
thickness of 5 nm.

c. The particles with a radius of 0.1 wm have an adsorbed surfactant layer with
a thickness of 5 nm.

d. The particles are elongated. Assume [n] = 4.5 and f,, = 0.5.
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Sol-Gel Processing

5.1 INTRODUCTION

The term sol—gel is used broadly to describe the preparation of ceramic materials
by a process that involves the preparation of a sol, the gelation of the sol, and
the removal of the liquid. A sol is a suspension of colloidal particles in a liquid
or a solution of polymer molecules. The term gel refers to the semirigid mass
formed when the colloidal particles are linked to form a network or when the
polymer molecules are cross-linked or interlinked. Two different sol—gel process-
ing routes are commonly distinguished: the particulate (or colloidal) gel route
in which the sol consists of dense colloidal particles (1 to 1000 nm) and the
polymeric gel route in which the sol consists of polymer chains but has no dense
particles >1 nm. In many cases, particularly when the particle size approaches
the lower limit of the colloidal size range, the distinction between a particulate
and a polymeric system may not be very clear.

The subject of sol—gel science is covered in great depth in Ref. 1. We
outlined the basic steps in sol—gel processing in Chapter 1 when we surveyed
the common methods used for the production of ceramics. This chapter provides
a more detailed examination of the science and practice of the process for the
fabrication of ceramics and glasses. We shall pay particular attention to the
sol—gel processing of silica glass not only because of its practical interest but
also because of the heightened understanding of the process mechanisms and
structural evolution developed from numerous studies.

Figure 5.1 shows a schematic illustration of the routes that can be followed
in sol—gel processing. The starting compounds (precursors) for the preparation
of the sol consist of inorganic salts or metal-organic compounds, but we shall
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focus mainly on the metal alkoxides, a class of metal-organic precursors that are
most widely used in sol—gel research. The chemical reactions that occur during
the conversion of the precursor solution to the gel have a significant influence
on the structure and chemical homogeneity of the gel. A basic problem therefore
is understanding how the rates of the chemical reactions are controlled by the
processing variables such as chemical composition of the precursor, concentration
of reactants, pH of the solution, and temperature. The problem becomes more
complex when a solution of two or more alkoxides is used in the fabrication of
multicomponent gels (i.e., gels containing more than one metal cation). There
will be a loss of chemical homogeneity if steps are not taken to control the
reaction.

After preparation, the gel contains a large amount of liquid existing in fine
interconnected channels, and it must be dried prior to conversion to a useful
material. Drying by evaporation under normal conditions gives rise to capillary
pressure that causes shrinkage of the gel network. The resulting dried gel is called
a zerogel. The capillary pressure can be quite large in polymeric gels because
the pores are normally much finer than those in colloidal gels; consequently,
severe problems can be encountered with warping and cracking of the gel. Two
general approaches have been used to circumvent these problems. The use of
chemicals added to the precursor solution prior to gelation, referred to as drying
control chemical additives (DCCAs), permit relatively rapid drying, but the mech-
anism by which they operate is not very clear. The removal of the liquid under
supercritical conditions eliminates the liquid—vapor interface and thereby pre-
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Sensor Sealing Glasses
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FIGURE 5.1 Schematic illustration of the routes that could be followed in sol-gel pro-
cessing. (From Ref. 1.)
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vents the development of capillary stresses; thus, the gel undergoes relatively
little shrinkage. The dried gel, called an aerogel, is therefore fragile and may
shrink considerably during firing.

Most gels have an amorphous structure even after drying and contain fine
pores, which in many cases can be fairly uniform in size. If a dense ceramic is
required as the end product, these characteristics are very favorable for good
densification during sintering. When compared to the production of similar ce-
ramics by traditional processing routes involving the compaction and sintering
of crystalline particles, a reduction in the sintering temperature, particularly in
the case of polymeric gels, forms a characteristic advantage of the sol—gel route.
In some cases, crystallization of the gel prior to full densification may limit the
sintering rate for compositions that are crystallizable. The competition between
densification and crystallization during sintering is discussed in Chapter 11.

Applications sol—gel processing can provide substantial benefits, such as
the various special shapes that can be obtained directly from the gel state (e.g.,
monoliths, films, fibers, and particles), control of the chemical composition and
microstructure, and low processing temperatures. However the disadvantages are
also real. Many metal alkoxides are fairly expensive, and most are very sensitive
to moisture so that they must be handled in a dry environment (e.g., an inert
atmosphere glove box). The large shrinkage of the gel during drying and sintering
makes dimensional control of large articles difficult. It is often difficult to dry
monolithic gels thicker than a few millimeters or films thicker than ~1 pm
without cracking. The sol—gel process is therefore seldom used for the production
of thick articles. Instead, it has seen considerable use for the production of small
or thin articles such as films, fibers, and powders, and its use in this area is
expected to grow substantially in the future.

5.2 TYPES OF GELS
5.2.1 Particulate Gels

Particulate gels consist of a skeletal network of essentially anhydrous particles
held together by surface forces, with the structure of the particles normally corre-
sponding to that of the bulk solid with the same composition. For example,
colloidal SiO, particles have the same structure as bulk silica glass produced by
melting. Hydroxyl groups are present only on the surface of the particles. The
pores in particulate gels are much larger than in polymeric gels, and the capillary
stress developed during drying is therefore lower; thus less shrinkage occurs.
Because of the larger pores, the permeability of colloidal gels is higher, and this,
combined with the lower capillary pressure, means that colloidal gels are less
likely to crack during drying. The structure of the dried gel is characterized by
arelatively high porosity (~70-80%) and pores that are relatively large compared
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with the size of the particles (i.e., the average pore size is typically 1-5 times
the particle size).

In Chapter 4, we discussed the factors that influence the stability of colloidal
suspensions. Particulate gels are commonly prepared by taking a stable colloidal
suspension and reducing its volume by evaporating some of the liquid or reducing
its stability through the addition of an electrolyte such as an acid, a base, or a
metal salt. The attractive van der Waals forces dominate, and the particles stick
on contact, forming a skeletal network. Methods for the preparation of SiO, gels
from fine particles (~0.05-0.2 wm) made by flame oxidation (sometimes referred
to as fumed silica) has been described by Rabinovitch et al. (2,3) and by Scherer
and Luong (4). This class of gels provides an interesting contrast with the proper-
ties of polymeric gels prepared from silicon alkoxides.

The structure of the dried gel has important consequences for its sintering
and conversion to the final article. Densification of amorphous materials during
sintering occurs by viscous flow. Because of the larger pores (hence lower driving
force for densification), particulate gels sinter at temperatures well above the
glass transition temperature 7. In contrast, polymeric gels with their much finer
pores sinter near T,. For particulate SiO, gels (particle size = 50 nm), sintering
is performed in the range of 1200-1500°C.

The particulate gel route is not effective for the production of dense ce-
ramics from crystalline particles because the large pore size relative to the particle
size is thermodynamically unfavorable for achieving densification in crystalline
systems (see Chapter 9). The trend in the production of crystalline ceramics, as
we have indicated earlier, is towards the use of fine particles that are consolidated
uniformly from stable colloidal suspensions (Fig. 5.2).

While polymeric gels are the subject of considerable research and publica-
tion, the particulate systems include some of the most successful industrial appli-
cations of sol—gel technology. An early application was in the nuclear fuels

{a) (b) ()

FIGURE 5.2 Sediments formed from (a) a stable colloid and (b) a flocculated colloid
compared with (c) a colloidal gel
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industry in the late 1950s (5). The goal of the work was to prepare small spheres
(several tens of micrometers) of radioactive oxides [(Th,U)O,] as fuels for nuclear
reactors. The advantage of the sol—gel process was that it avoided the generation
of harmful dust, which would be produced in conventional ceramic processing
methods, and allowed the formation of spheres. The spherical shape was achieved
by dispersing an aqueous sol in an immiscible organic liquid so that the sol would
form into small droplets, each of which would subsequently gel. The particulate
sol—gel route has also been applied to the fabrication of porous oxides for catalyst
supports (6) and chromatographic columns (7).

For the formation of multicomponent gels that contain more than one metal
cation (e.g., SiO, doped with TiO,), the particulate gel route typically involves
the mixing of two or more sols (e.g., sols of SiO, and TiO,) or the addition of
a metal (e.g., Ti) salt solution to the sol (e.g., SiO,) followed by gelling. The
range of chemical homogeneity in the gelled material can, at best, be of the order
of the particle size containing between 10° and 10° molecules. When the dopant
concentration is small (i.e., less than a few percent), the production of good
chemical homogeneity becomes difficult. The polymeric gel route commonly
provides exceptional chemical homogeneity because the mixing can be achieved
at a molecular level rather than at the colloidal level.

5.2.2 Polymeric Gels

Polymeric gels consist of a skeletal network of polymer chains that form by the
entanglement and cross-linking of growing polymer chains or polymer clusters
resulting from the hydrolysis, condensation and polymerization of precursors in
solution. Our main focus will be on polymeric gels formed from metal alkoxide
precursors. Depending on the conditions used in the preparation, the structure of
the polymer chains can vary considerably. The polymerization of silicon alkoxide,
for example, can lead to complex branching of the polymer as shown in Fig. 5.3,
but under certain conditions (e.g., low water concentration), little branching will
occur.

Gelation is accompanied by a sharp increase in the viscosity that essentially
“freezes-in’’ the polymer structure at the point of gelling. At this stage, the gel
consists of a weak amorphous solid structure and an interconnected network of
very fine pores filled with liquid. The volume of the liquid-filled pores is very
high, typically 90-95% of the total volume, and the diameters of the pore channels
are typically of the order of 2 to 10 nm. The frozen-in structure can change
appreciably during subsequent aging of the gel and during removal of the liquid
from the gel (drying). Under certain conditions, the aging gel can shrink consider-
ably while expelling liquid. Because of the very fine pores, huge capillary stresses
are developed during normal evaporation of the liquid so that polymeric gels are
very prone to cracking. The capillary stresses are equivalent to the application
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FIGURE 5.3 Fractal polymer made by branching of polyfunctional monomer. (Computer
simulation of two-dimensional aggregation.) (From Ref. 8.)

of external compressive stresses on the gel. Removal of the liquid by evaporation
therefore collapses the weak polymer network and results in additional cross-
linking of the polymer structure. Cross-linking and collapse of the gel continues
until the structure can withstand the compressive action of the capillary stresses.
Depending on the structure of the gel, the porosity of the dried gel can be anywhere
between ~30 and 70%.

Compared to the particulate gel case, structural effects of the dried gel on
sintering are more pronounced as well as more complex. The average pore size
of polymeric gels is usually much finer than that of colloidal gels so that the
driving force for sintering (which varies inversely as the radius of the pore) is
usually much higher. The result is a lowering of the sintering temperature for
polymeric gels. For example, in the case of SiO,, viscous sintering of polymeric
gels occurs generally between 800 and 1000°C.

The local chemical structure also has an important influence on the sintering
of polymeric gels. While there is some collapse of the gel structure during drying,
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the solid skeletal phase that makes up the dried gel is not identical to the corre-
sponding bulk glass produced, for example, by melting. Evidence suggests that
the gel structure contains fewer cross-links and additional free volume compared
to the melted glass (9). This means that during the firing process, the gel structure
will change to become more highly cross-linked with a corresponding reduction
in its free volume and its surface area.

While there are many potential applications of the polymeric gel route, the
preparation of thin films is by far the most important use. As discussed later,
thin films benefit from most of the advantages of the method while avoiding most
of the disadvantages. However, even films suffer from problems (e.g., cracking) if
attempts are made to prepare films thicker than 1 pm.

5.3 SOL-GEL PROCESSING OF AQUEOUS
SILICATES

The chemistry of silica in aqueous systems (e.g., sodium silicate) is discussed in
detail by Iler (10). Silicon is hydrolyzed even in dilute acid and as shown in Fig.
5.4, silicic acid [Si(OH),], often referred to as monosilicic acid, orthosilicic acid,
or soluble silica, is the dominant mononuclear species in solution below pH values
of ~7 (11). The Si-OH group is called a silanol group, indicating that Si(OH),
contains four silanol groups. Above pH = 7, further hydrolysis produces anionic
species:

Si(OH), (ag) — SiO, (OH),_ + xH' (5.1)

x—
4—x

(a) 0.1m Si(IV) (b} 10-5 m Si{IV)
100 [y 100 (s
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FiGURE 5.4 Distribution of aqueous silicate species at 25°C in (a) 0.1 m Si(TV) and (b)
1073 m Si (IV). Ionic strength I = 3 m. (From Ref. 11.)
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where SiO(OH);~ [x = 1 in Eq. (5.1)] is the dominant mononuclear species.
Because SiO(OH); ~ is a very weak acid, SiO,(OH),?~ is observed in appreciable
quantities only above pH values of ~12 (Fig. 5.4).

Solutions of silicic acid thicken slowly and finally form a gel. Since the
gel appears outwardly like organic gels, it was generally thought that Si(OH),
polymerized into siloxane chains (i.e., chains with Si—O-—Si bonds) that
branched and crosslinked like many organic polymers. However, in his book,
Iler (10) clearly states that silicic acid polymerizes into discrete particles that in
turn aggregate into chains and networks. Polymerization occurs in three stages:

1. Polymerization of monomers to form particles

2. Growth of particles

3. Linking of particles into chains, then networks that extend throughout
the liquid medium, finally thickening into a gel.

In aqueous silicate chemistry, the term polymerization is commonly used in its
broadest sense to include reactions that result in an increase in molecular weight
of silica. It includes the condensation of silanol groups

=Si—-OH + HO-Si= - =Si-0-Si= + H,0 5.2)

to give molecularly coherent units of increasing size, whether these are polymeric
species, particles, or particle networks. Condensation reactions take place in such
a way as to maximize the number of Si—O—Si bonds and minimize the number
of terminal hydroxyl groups through internal condensation. Thus rings are formed
quickly to which monomers add, giving particles that in turn condense to the
more compact state, leaving OH groups on the outside. The particles serve as
nuclei for further growth, which occurs by an Ostwald ripening process (see
Chapter 9). The smaller, more soluble particles dissolve and precipitate on the
larger, less soluble particles, so that the number of particles decreases but the
average particle size increases. Because of the greater solubility, particle growth
is enhanced at higher temperatures, particularly at pH values >7. After the gel
network has formed, the structure becomes stronger as the necks between the
particles become thicker due to solution of silica and its reprecipitation at the
necks. A schematic of the polymerization process for aqueous silica is shown in
Fig. 5.5.

5.3.1 Effect of pH

The polymerization of aqueous silica is divided into three approximate pH do-
mains (1,10): pH < ~ 2, pH = 2-7, and pH > ~7 (Fig. 5.6). The pH value of
2 occurs as a boundary in that the point of zero charge (PZC), where the surface
charge is zero, and the isoelectric point (IEP), where the electrophoretic mobility
is zero, both occur close to this pH value (Chapter 4). The pH of 7 forms another
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FIGURE5.5 Polymerization behavior of silica. In basic solution (B) particles in sol grow
in size with decrease in numbers; in acid solution or in presence of flocculating salts (A),
particles aggregate into three-dimensional networks and form gels. (From Ref. 10.)

boundary because the solubility and dissolution rates of silica are maximized at
or above this pH value and because the appreciable surface charge creates a
significant repulsion so that particle growth occurs without aggregation or gela-
tion. Silica sols have a maximum stability at pH = 2 and a minimum stability
with rapid gelling at pH = 6.

5.3.1.1 Polymerization in the pH range of 2 to 7

Since the gelation times decrease with increasing pH values between 2 and 6, it
is generally assumed that above the IEP the gelation rate is proportional to [OH ™ ].
The base-catalyzed polymerization occurs by a nucleophilic mechanism accord-
ing to the following reaction sequence:

=Si-OH + OH" ——— =Si-0" + H,0 (5.3)
=Si-O" + HO-Si=———=Si-0-Si= + OH (5.4)

The surface silanols will be deprotonated depending on their acidity. The acidity
depends on the other substituents on the silicon atom. When basic OR and OH
groups are replaced by O—Si, the reduced electron density on Si increases the
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FIGURE 5.6 Effect of pH in the colloidal silica-water system. (From Ref. 10)

acidity of the protons on the remaining silanols. In any given distribution of
silicate species, the most acidic silanols are the ones contained in the most highly
condensed species, and these will be most likely to be deprotonated according
to Eq. (5.3). Therefore, condensation according to Eq. (5.4) occurs preferentially
between the more highly condensed species and the less highly condensed, neutral
species. The formation of dimers is slow [Eq. (5.4)], but once formed, dimers
react with monomers to form trimers which, in turn, react with monomers to
form tetramers. Cyclization (to form rings) is rapid due to the proximity of the
chain ends and the rapid depletion of monomers. Cyclic trimers may also form,
but the strain resulting from the reduced Si—O—Si bond angles makes them
much less stable in this pH range. (As described later, they are, however, quite
stable at pH values above ~12.)

Further growth occurs by continued addition of lower molecular weight
species to more highly condensed species (by conventional polymerization or by
Ostwald ripening) and by aggregation of the condensed species to form chains
and networks. Near the IEP, where there is no electrostatic repulsion, growth
and aggregation occur together and may be indistinguishable. However, particle
growth becomes negligible when the particles reach a size of 2—4 nm because
of low solubility of silica in this pH range and the greatly reduced size-dependent
solubility (Fig. 5.7). The gels consist of chains and networks of very fine particles.
The presence of a salt (e.g., NaCl) has little effect on the gelation in this pH
range.
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FiGURE 5.7 (a) Relation between solubility of amorphous silica in water at 25°C and
particle diameter. Particles A made at 80—100°C at pH 8. Particles B made at 25-50°C
at pH 2.2. (b) Solubility of amorphous silica versus pH at different temperatures. (From
Ref. 10.)
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5.3.1.2 Polymerization above pH =~ 7

Polymerization occurs by the same nucleophilic mechanism described by Egs.
(5.3) and (5.4). In this pH range, however, all the condensed species are likely
to be ionized and therefore mutually repulsive. Growth occurs by the addition
of monomers to the highly condensed particles rather than by aggregation. Parti-
cles with diameters of 1 to 2 nm are formed in a few minutes. Above pH values
of ~12, where most of the silanols are deprotonated, the condensed species are
cyclic trimers and tetramers. Cyclic trimers are stable in this pH range because
the planar, cyclic configuration permits the greatest separation of charge between
the deprotonated sites.

Because of the greater solubility of silica in this pH range and the greater
size-dependence of solubility (Fig. 5.7), growth of the primary particles occurs
by Ostwald ripening. Particles grow rapidly to a size (5—10 nm) that depends on
the temperature. Since the ripening process occurs by the dissolution of the smaller
particles and reprecipitation on the larger particles, the growth rate depends on
the particle size distribution.

In the absence of any salt, the electrostatic repulsion between the particles
leads to stable sols without the formation of chains or aggregates. The addition
of salt (e.g., NaCl) leads to a reduction in the thickness of the electrical double
layer (Chapter 4), thereby reducing the stability of the sol and producing a dra-
matic reduction of the gelation time (Fig. 5.6).

5.3.1.3 Polymerization below pH =~ 2

Since the gelation times decrease with decreasing pH below =2, the polymeriza-
tion rate is proportional to [H™]. The acid-catalyzed polymerization mechanism
is not clear. Iler and others propose a mechanism that involves a siliconium ion
intermediate (= Si™):

=Si—-OH + H,0" - =Si* + 2H,0 (5.5)
=Si* + HO-Si= — =Si-0-Si= + H’ (5.6)

However, in the polymerization of silicon alkoxides discussed in the next section,
Brinker and Scherer (1) suggest that the condensation process more likely pro-
ceeds via an associative = SIOHR(OH,) " intermediate.

In the absence of fluoride ion, the solubility of silica in this pH range is
very low, and for moderate acidities (pH = 0—2), the silicate species should not
be highly ionized. Therefore it is likely that the formation and aggregation of the
primary particles occur together and that Ostwald ripening contributes little to
the growth after the particles exceed a diameter of ~2 nm. As a result, the gel
networks are composed of exceedingly fine particles. Traces of F~ or the addition
of HF lead to a reduction of the gelation times and produce gels similar to those
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formed above pH =~ 2. Because F~ and OH ™ have a similar size, they have the
same influence on the polymerization behavior.

5.4 METAL ALKOXIDES

Metal alkoxides are the most common precursors used in sol—gel processing
because they react readily with water. We recall that these compounds are also
used in the synthesis of fine oxide particles (e.g., the Stober process discussed
in Chapter 2). Metal alkoxides are a class of metal-organic compounds which
have the general formula M(OR),, where M is a metal of valence z and R is an
alkyl group. They can be considered as derivatives either of an alcohol in which
the hydroxylic hydrogen is replaced by the metal or of metal hydroxide in which
the hydrogen is replaced by an alkyl group. Accordingly, the chemistry of the
metal alkoxides involves the metal-oxygen-carbon bond system. Metal alkoxides
have also been referred to in the literature as organometallic compounds, but it
is not correct to call alkoxides organometallic. An organometallic has a metal-
carbon (M—C) bond (unlike most alkoxides), whereas a metal-organic need not
have M and C directly bonded.

The synthesis and properties of metal alkoxides are been considered in detail
by Bradley et al. (12), while several important synthesis reactions are described in
a review article (13). Here we consider only a few of the main features relevant
to the sol—gel processing of ceramics and glasses.

5.4.1 Preparation

The method used for the preparation of a metal alkoxide depends, in general, on
the electronegativity of the metal. The main methods may be divided into two
groups: (1) reactions between metals and alcohols for the more electropositive
metals (i.e., those with relatively low electronegativity values) and (2) reactions
involving metal chlorides for the less electropositive metals or electronegative
elements (i.e., those with relatively high electronegativity values). In addition,
there are miscellaneous methods that are useful for the synthesis of some alkox-
ides. These include alcohol interchange or alcoholysis reactions, transesterifica-
tion reactions between alkoxides and esters, and esterification reactions between
oxides or hydroxides and alcohols.

Reactions Between Metals and Alcohols

The alkoxides of the more electropositive metals with valences up to 3 can be
prepared by the simple reaction:

Z
M + ROH — M(OR). + S H T 5.7)
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The nature of the alcohol also has a significant effect on these reactions. For
example, sodium reacts vigorously with methanol and ethanol, but the reaction
rate is considerably slower with isopropanol and extremely slow in zerz-butanol.
For the alkali metals (e.g., Li, Na, K) and the alkali earth metals (e.g., Ca, Sr,
Ba), the reaction proceeds without the use of a catalyst. However, beryllium,
magnesium, aluminum, the lanthanides, and yttrium require catalysts to cause
them to react with alcohols. Depending on the metal, various catalysts have been
used, including I,, HgCl,, and BeCl,. Although the mechanism of these catalytic
reactions is not well understood, one suggestion is that the catalyst aids the re-
moval of the surface oxide layer that acts as a passivating layer on the metal.

Reactions Involving Metal Chlorides

For less electropositive metals or electronegative elements, the alkoxides are
obtained via the anhydrous metal chloride. For some highly electronegative ele-
ments such as boron, silicon, and phosphorus, the direct reaction between metal
chlorides and alcohols is effective:

MCl, + zROH — M(OR) + zHCIT (5.8)
However, for most metals the reaction must be forced to completion by using
bases such as ammonia:

MCI, + zROH + NH, - M(OR) + zNH,CI{ (5.9)
The reaction described by Eq. (5.9) forms the most useful procedure for the
preparation of many alkoxides (including Zr, Hf, Si, Ti, Fe, Nb, Ge, V, Ta, Th,
Sb, U, and Pu) and is used widely for commercial production. The reaction
between anhydrous metal chlorides and sodium alkoxide in the presence of excess
alcohol and an inert solvent such as benzene or toluene is also a useful method:

MCI, + zNaOR — M(OR) + zNaCll (5.10)
The nature of the alcohol has a significant influence on the preparation of alkox-
ides by the reaction involving metal chlorides and alcohols. For the lower straight
chain alcohols such as methanol and ethanol, the alcohol undergoes a relatively
straightforward reaction with the metal chloride and the base. However, for other
alcohols, side reactions may assume a dominant role so that the yield of the
alkoxide product is usually low.

Miscellaneous Methods

The alkoxides of the alkali metals may also be prepared by dissolving the metal
hydroxide in the alcohol. For example, sodium ethoxide may be produced from
sodium hydroxide and ethanol:
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NaOH + C,H,OH = NaOC,H, + H,0 (5.11)

Alkoxides of some highly electronegative elements (e.g., B, Si, Ge, Sn, Pb, As,
Se, V, and Hg) can be prepared by an esterification reaction involving an oxide
and an alcohol:

MO, + tROH = M(OR) + [%]Hp 5.12)
The reactions described by Eqgs. (5.11) and (5.12) are reversible so that the water
produced must be removed continually. In practice, this is usually done by using
solvents such as benzene or xylene, which form azeotropes with the water. The
azeotropic mixture behaves like a single substance in that the vapor produced by
distillation has the same compositions as the liquid, and it can be easily fraction-
ated out by distillation.

Metal alkoxides have the ability to exchange alkoxide groups with alcohols,
and this has been used in the preparation of new alkoxides for a variety of metals,
including Zn, Be, B, Al, Si, Sn, Ti, Zr, Ce, Nb, Nd, Y, and Yb. The reaction is
called alcoholic interchange or alcoholysis. The general reaction can be written:

M(OR) + zROH = M(OR’). + zROH (5.13)
To complete the reaction, the alcohol ROH produced in the reaction is removed
by fractional distillation. Benzene or xylene, which forms azeotropes with alcohol,
is used to aid the removal of the alcohol by fractional distillation. As an example,
the alcoholysis of aluminum isopropoxide with n-butanol can be used to prepare
aluminum n-butoxide:

Al(0-C}H,) +3"C,H,OH=Al(0O-"C,H,) + 3CH,OH (514

where the superscripts i and n refer to the secondary (or iso) and normal alkyl
chains, respectively.

Metal alkoxides undergo transesterification with carboxylic esters, and this
affords a method of conversion from one alkoxide to another. The reaction is
reversible and can be written:

M(OR)Z + zCH,COOR’ = M(OR')Z + zCH,COOR (5.15)
Fractional distillation of the more volatile ester CH;COOR in Eq. (5.15) is re-
quired to complete the reaction. Transesterification reactions have been used for
the preparation of alkoxides of various metals including Zr, Ti, Ta, Nb, Al, La,
Fe, Ga, and V. For example, zirconium tert-butoxide has been prepared from
the reaction between zirconium isopropoxide and ferz-butyl ester followed by
distillation of isopropyl acetate:
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zr(0-'CH,), + 4CH,CO0-'C,H, - Zr(O-'CH, ),
+ 4CH,COO0-'C,H, (5.16)

Double alkoxides are metal alkoxides with two different metal cations chemically
combined within each molecule or molecular species. They have an advantage
over the use of a mixture of individual alkoxides for the preparation of gels where
the difference in the hydrolysis rates of the individual alkoxides can cause a
reduction in chemical homogeneity. Double alkoxides are not easy to prepare in
a ceramic laboratory, but a few are available commercially at relatively high cost.
Their stability can vary considerably, depending on the nature of the two metals
and the alkoxide group. Bradley et al. (12) provides a summary of the methods
used to synthesize double alkoxides. One of these involves dissolving each alkox-
ide in a mutual solvent, mixing the solutions and refluxing at elevated tempera-
tures. An example is the synthesis of the double alkoxide, NaAl(OC,Hs), by the
reaction between sodium ethoxide and aluminum ethoxide:

NaOC,H, + AI(OC,H,), — NaAl(OC,H;), (5.17)

Mah et al. (14) provides an overview of several double alkoxides for the prepara-
tion of multicomponent ceramics.

5.4.2 Basic Properties
Physical Properties

The physical properties of metal alkoxides depend primarily on the characteristics
of the metal (e.g., the electronegativity, valence, atomic radius, and coordination
number) and secondarily on the characteristics of the alkyl group (e.g., the size
and shape). There is a change from the solid, nonvolatile ionic alkoxides of some
of the alkali metals to the volatile covalent liquids of elements of valence 3, 4,
5,or 6 (e.g., Al, Si, Ti, Zr, Sb, and Te), whereas alkoxides of metals with interme-
diate electronegativities, such as La and Y, are mainly solids (Table 5.1).

The alkyl group has a striking effect on the volatility of metal alkoxides.
Many metal methoxides are solid, nonvolatile compounds (e.g., sodium methox-
ide). However, as the number of methyl groups increases and the size of the
metal atom decreases, methoxides become sublimable solids or fairly volatile
liquids (e.g., silicon tetramethoxide). Many metal alkoxides are strongly associ-
ated by intermolecular forces that depend on the size and shape of the alkyl group.
The degree of association of metal alkoxides is sometimes described by the term
molecular complexity, which refers to average number of empirical units in a
complex. Figure 5.8 shows a schematic of a coordination complex of aluminum
isopropoxide with a molecular complexity of 3.
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TABLE 5.1 Physical State of the Alkoxides of Some Metals with
Different Electronegativities

Alkoxide State

Na(OC,Hs Solid (decomposes above ~530K)
Ba(0-'C5H7), Solid (decomposes above ~400K)
Al(O-'C3H5)3 Liquid (bp 408K at 1.3 kPa)

Si(OC>Hs)4 Liquid (bp 442K at atmospheric pressure)
Ti(0-'C3H,), Liquid (bp 364.3K at 0.65 kPa)
Zr(0-'C3H,)4 Liquid (bp 476K at 0.65 kPa)
Sb(OC,Hs)s Liquid (bp 367K at 1.3 kPa)

Te(OC,Hs), Liquid (bp 363K at 0.26 kPa)
Y(0-'C5H7); Solid (sublimes at ~475K)

FiGURE 5.8 Coordination complex of aluminum isopropoxide consisting of three mole-
cules

The physical properties of the alkoxides are determined by two opposing
tendencies. One tendency is for the metal to increase its coordination number by
utilizing the bridging property of the alkoxo groups. The opposite tendency is the
screening or steric effect of the alkyl groups, which interfere with the coordination
process. The degree of the screening depends on the size and shape of the alkyl
group. The result is that alkoxides with a wide variety of properties, ranging
from nonvolatile polymeric solids to volatile monomeric liquids can be achieved
depending on the nature of the alkyl group. Table 5.2 shows the boiling point and
molecular complexity of some titanium alkoxides. In spite of the large increase in
molecular weight, the boiling point decreases dramatically from 138.3°C for the
ethoxide to 93.8°C for the tert-butoxide. For the same molecular weight, there
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is also a dramatic reduction in the boiling point for the branched isopropoxide
compared to the linear n-propoxide.

Chemical Properties

Metal alkoxides are characterized by the ease with which they undergo hydrolysis.
In many cases, the alkoxides are so sensitive to traces of moisture that special
precautions must be taken in their handling and storage. The use of an inert, dry
atmosphere (e.g., normally available in a glove box) and dehydrated solvents is
essential in most experiments. Hydrolysis in excess water leads to the formation
of insoluble hydroxides or hydrated oxides. However, when restricted amounts
of water are added, metal alkoxides undergo partial hydrolysis reactions, yielding
soluble species that can take part in polymerization reactions. The initial step
involves a hydrolysis reaction in which alkoxide groups (OR) are replaced by
hydroxyl groups (OH):

M(OR) + H,0 — M(OH)(OR)_, + ROH (5.18)
Subsequent condensation reactions involving the hydroxy metal alkoxide pro-
duces polymerizable species with M—O—M bonds plus alcohol (ROH) or water
as a by-product:

M(OH)(OR) _+M(OR) —(RO) M-O-M(OR) +ROH (5.19)

zZ z Z z

2M(OH)(OR)  — (RO) M-0O-M(OR)

z= z- z—

.+ H,0 (5.20)

Since most metal alkoxides containing lower aliphatic alkyl groups are actually
coordinated complexes and not single molecules (Fig. 5.8), the reactions described
by Egs. (5.18) to (5.20) must be considered to be somewhat simplified. The rate
of hydrolysis of metal alkoxides depends on the characteristics of the metal and
those of the alkyl group. In general, silicon alkoxides are among the slowest to

TABLE 5.2 Boiling Point and Molecular Complexity of Some Titanium Alkoxides

Boiling point (K) Molecular
Alkoxide Molecular weight at 0.65 kPa complexity
Ti(OCHs),4 172 (Solid) —
Ti(OC,Hs)4 228 411.3 24
Ti(O-"C3H7)4 284.3 410 (Unknown)
Ti(O-'C3Hy)4 284.3 364.3 14
Ti(0O-"C4Ho), 340.3 366.8 1.0
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hydrolyze and, for a given metal alkoxide, the hydrolysis rate increases as the
length of the alkyl group decreases.

In excess water, aluminum alkoxides (15) initially form the monohydroxide
(boehmite), which later may convert to the trihydroxide (bayerite):

Al(OR), + 2H,0 — AIO(OH)! + 3ROH (5.21)

AIO(OH) + H,0 — Al(OH), | (5.22)

Boron alkoxides form the oxide or boric acid when reacted with excess water.
Oxide formation can be written as

2B(OR), + 3H,0 — B,0, + 6ROH (5.23)

3

As discussed later, the formation of insoluble precipitates as represented by Eqgs.
(5.21) to (5.23) makes it impossible for polymerization reactions to occur and
must be prevented if good chemical homogeneity is to be achieved by the poly-
meric gel route.

Silicon alkoxides show a different type of reaction. They form soluble
silanols in excess water rather than an insoluble oxide or hydroxide. The hydroly-
sis reaction may be written:

Si(OR), + xH,0 — Si(OR), (OH) + xROH (5.24)
Complete hydrolysis leading to the formation of the silicic acid monomer Si(OH),
generally does not occur except at low pH and high water concentration. Under
most conditions, condensation of the silanol groups occurs prior to the replace-
ment of all the OR groups by hydroxyl groups, leading to the formation of poly-
meric species, as in Egs. (5.19) and (5.20), for example.

Metal alkoxides are soluble in their corresponding alcohols. In practice,
dissolution of solid alkoxides or dilution of liquid alkoxides is normally performed
in the corresponding alcohol. As outlined below for the case of silicon alkoxides,
the alcohol may also serve an additional function as a mutual solvent for the
alkoxide and water when they are immiscible. Metal alkoxides also have the
ability to exchange alkoxide groups with alcohols, as in Eq. (5.13), for example.

5.5 SOL-GEL PROCESSING OF SILICON
ALKOXIDES

5.5.1 Precursors

The most commonly used precursors for the sol—gel processing of silica are
tetraethoxysilane, Si(OC,Hs),4, abbreviated TEOS, which is also referred to as
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tetraethylorthosilicate or silicon tetracthoxide, and tetramethoxysilnae,
Si(OCH3;),, abbreviated TMOS, which is also referred to as tetramethyorthosili-
cate or silicon tetramethoxide. The physical properties of these two precursors
are given in Table 5.3.

5.5.2 Hydrolysis and Condensation

Following Eqgs. (5.18) to (5.20), the hydrolysis and condensation reactions for
silicon alkoxides can be written as:

water condensation
=Si-OR + HO = =Si—OH + ROH
hydrolysis (5.25)

alcohol condensation
=Si—-OR + HO-Si= = =Si—-0-Si= + ROH

alcoholysis (5.26)
hydrolysis
=Si—-OH + HO-Si= & =Si-0-Si= + H,0
esterification (5.27)

where R represents the alkyl group and the reverse reactions have also been
included. The alkoxysilanes and water are immiscible, so a mutual solvent, com-
monly the corresponding alcohol of the alkoxy group, is used to homogenize the
mixture, as shown in Fig. 5.9 for TEOS (16). The alcohol can also take part in
esterification and alcoholysis reactions [Egs. (5.25) and (5.26)].

Silica gels are often synthesized by employing an acid (e.g., HCI) or a base
(e.g., NH3) as a catalyst. Gels have been prepared under a wide range of catalyst
concentration (0.01 to 7 M) and reactant concentration (H,O:Si ratio w of <1 to
>50). Table 5.4 gives examples of the conditions used to synthesize gels in the
form of monoliths, fibers, films, and particles.

TABLE 5.3 Physical Properties of the Commonly Used Silicon Alkoxides

Specific ~ Refractive

Molecular Boiling gravity index
Name weight point (K)  (at293K)  (at293K) Solubility
Si(OC,Hs)4, 208.33 442 0.934 1.3818 Alcohols
tetraethoxysilane
Si(OCHs)4, 152.22 394 1.032 1.3688 Alcohols
tetramethoxysilane
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FiGURE 5.9 TEOS, H,0, and Synasol (95% EtOH, 5% water) ternary phase diagram

at 25°C. For pure ethanol, the miscibility line is shifted slightly to the right. (From Ref.
16.)

TABLE 5.4 Sol-Gel Silicate Compositions for Bulk Gels, Fibers, Films, and Powders

Mole percent (mol %)

SiO, gel types TEOS EtOH H,O HC1 NH;  H,O/Si (w)
Bulk
1-step acid 6.7 25.8 67.3 0.2 — 10
1-step base 6.7 25.8 67.3 — 0.2 10
2-step acid-base
Ist step, acid 19.6 59.4 21.0 0.01 — 1.1
2nd step, acid (A2)  10.9 32.8 55.7 0.6 — 5.1
2nd step, base (B2)  12.9 39.2 47.9 0.01 0.016 3.7
Fibers 11.31 77.26 11.31 0.11 — 1.0
Films 532 36.23 58.09 0.35 — 10.9
Monodisperse spheres 0.83 33.9 44.5 — 20.75 53.61

Source: Ref. 1.
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It is found that the synthesis conditions have a significant influence on the
structural evolution of the sol—gel silicate, which in turn affects the behavior of
the gel during drying and subsequent sintering. The synthesis conditions are often
divided into acid catalyzed conditions and base catalyzed conditions. Three broad
categories of synthesis conditions can be identified. Under conditions of acid
catalysis and low w, the sols consist of weakly branched polymers. With base
catalysis and high w, highly condensed particulate sols are formed. In conditions
that are intermediate between these two extremes (acid catalysis/high w or base
catalysis/low w), the sols have intermediate structures (branched to highly
branched polymers).

The structure of the sol—gel silicate depends on the relative rates of the
hydrolysis and condensation reactions, as well as on the reverse reactions [Egs.
(5.25)—(5.27)]. The influence of the reaction conditions on the mechanism and
kinetics of the reactions forms a key issue in understanding the structural evolu-
tion.

Acid-Catalyzed Conditions

Hydrolysis and condensation occur by bimolecular nucleophilic displacement
reactions involving protonated alkoxide groups (1). In the first step, it is likely
that an OR group bonded to Si is rapidly protonated. Electron density is withdrawn
from Si, making it more electrophilic and thus more susceptible to attack by
water. The H,O molecule attacks from the rear and acquires a small positive
charge while the positive charge on the protonated alkoxide is correspondingly
reduced, making alcohol a better leaving group. The transition state decays by
displacement of alcohol accompanied by inversion of the Si tetrahedron:

RO RO OR OR
N R /
HOH RO — Si — OR 5 HO - Si - OR 2 HO — Si — OR ROH
H H | H AN H*

Condensation to form siloxane bonds occurs by either an alcohol-producing reac-
tion [Eq. 5.26)] or a water-producing reaction [Eq. (5.27)]. The most basic silanol
species, namely silanols contained in monomers or weakly branched oligomers
(very short chain polymers), are most likely to be protonated so that condensation
reactions are likely to occur between neutral species and protonated silanols situ-
ated on monomers and the end groups of chains.

Base-Catalyzed Conditions

Under basic conditions, hydrolysis and condensation also occurs by a bimolecular
nucleophilic substitution reaction. It is likely that water dissociates to produce
hydroxyl anions in a rapid first step. The hydroxyl anion then attacks Si directly,
displacing OR ™, followed by inversion of the Si tetrahedron:
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OR
RO % s N\ 5 //OR

HO™+ Si — OR = HO ---- Si ----- OR = HO — Si + OR"™

RO OR OR (5.29)

The most widely accepted condensation mechanism involves the attack of a nu-
cleophilic deprotonated silanol on a neutral silicate species, as outlined earlier for
the condensation in aqueous silicates [Eq. (5.4)]. This condensation mechanism
pertains above the PZC (or IEP) of silica (pH > ~2) because the surface silanols
are deprotonated (i.e., they are negatively charged) and the mechanism changes
with the charge on the silanol. Condensation between larger, more highly con-
densed species, which contain more acidic silanols, and smaller, less weakly
branched species is favored. The condensation rate is maximized near neutral pH
where significant concentrations of both protonated and deprotonated silanols
exist. A minimum rate is observed near the PZC (or IEP).

5.5.3 Polymer Growth

Structural evolution of sol—gel silicates in solution has been investigated on scales
of several lengths using a variety of techniques, such as nuclear magnetic reso-
nance (NMR), Raman and infrared spectroscopy, and x-ray, neutron, and light
scattering. Reference 1 provides an excellent account of the information obtained
with these techniques and the models proposed to describe polymer growth and
gelation in silicate systems. On a length scale of 1-200 nm, the evolving structures
are not uniform objects described by Euclidean geometry but tenuous structures
called fractal structures (an example of which is given in Fig. 5.3). Fractal geome-
try is discussed in a classic text by Mandelbrot (17), the inventor of the concept
and the connection of fractals to problems in materials science is discussed by
Feder (18).

A mass fractal is defined as an object whose mass m increases with its
radius r according to

m o< (5.30)

where d,, is called mass fractal dimension of the object. For a Euclidean object,
m <« r*, whereas for a fractal d,, < 3, so that the density of the fractal (p  m/
) decreases as the object gets bigger. A surface fractal has a surface area S that
increases faster than r2:

S o (5.31)

where d; is called the surface fractal dimension.
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Euclidean objects (dense spherical particles) are most likely to form in
systems (e.g., aqueous silicates) in which the particle is slightly soluble in the
solvent. In this case, monomers can dissolve and reprecipitate until the equilib-
rium structure (having a minimum surface area) is obtained. In nonaqueous sys-
tems (e.g., silicon alkoxide—alcohol—water solutions), the solubility of the solid
phase is so limited that condensation reactions are virtually irreversible. Bonds
form at random and cannot convert to the equilibrium configuration, thereby
leading to fractal polymeric clusters.

5.5.3.1 Polymer Growth Models

The models put forward to describe polymer growth in silicate systems are divided
into two types: classical (or equilibrium) growth models and kinetic growth
models (1,19,20).

Classical Growth Models

The first theory of polymer growth accompanying gelation was put forward more
than 50 years ago by Flory (21) and by Stockmayer (22). In their model, bonds
are formed at random between adjacent nodes on an infinite Cayley tree or Bethe
lattice (Fig. 5.10). The model is qualitatively successful in correctly describing
the emergence of an infinite cluster at some critical extent of reaction and in
providing good predictions of the gel point. However, it has come under some
criticism because it does not provide an entirely realistic picture of polymer
growth. Because of the unphysical nature of the Cayley tree, cyclic configurations
of the growing polymers are avoided in the model. The purely branched clusters
formed on the Cayley tree have a mass fractal dimension d,, = 4. Since the volume
of the cluster increases as >, where r is the radius of the cluster, the theory
predicts that the density p increases in proportion to r. This result is physically
unrealistic because the density cannot increase indefinitely as the cluster grows.

Sco

FIGURE 5.10 Gelation theories (Schematic). (a) Flory’s model (molecular functionality
f = 3). (b) Percolation on a square lattice. In each case, a spanning s.. gel molecule is
embedded in the sol. (From Ref. 23.)
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Kinetic Growth Models

The kinetic models avoid the unrealistic assumptions of the classical theory and
make predictions about the growth and fractal structure of the simulated structures
that are in good agreement with experimental observations. They are based on
Smoluchowski’s equation describing the rate at which the number of clusters of
a given size changes with time during an aggregation process. Most kinetic growth
models produce objects with self-similar fractal properties, i.e., they look self-
similar under transformation of scale, as would be achieved, for example, by
changing the magnification of a microscope. Depending on the conditions, growth
in silicate systems may occur predominately by the condensation of monomers
with growing clusters (referred to as monomer—cluster growth) or by condensa-
tion reactions of clusters with either monomers or other clusters (cluster—cluster
growth). The simulated structures resulting from these two types of growth pro-
cesses are illustrated in Fig. 5.11 (19,24).
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FiIGURES.11 Simulated structures resulting from various kinetic growth models. Fractal
dimensions are listed for three-dimensional clusters even though their two-dimensional
analogs are displayed. Each cluster contains 1000 primary particles. Simulations by Meakin
(24). (From Ref. 20.)
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Monomer-cluster or cluster-cluster growth can be limited by diffusion or
by reaction. In diffusion-limited monomer-cluster aggregation (DLMCA), simu-
lated by the Witten and Sander model (25) in Fig. 5.11, it is assumed that mono-
mers are released one by one from sites arbitrarily far from a central cluster. The
monomers travel by a random walk diffusion mechanism and stick irreversibly
at first contact with the growing cluster. Because of this trajectory, the monomers
cannot penetrate deeply into a cluster without intercepting a cluster arm and the
arms effectively screen the interior of the cluster from incoming monomers.
Growth occurs preferentially at exterior sites, resulting in objects in which the
density decreases radially from the center of mass (in three dimensions d,, =
2.45).

Reaction-limited monomer-cluster aggregation (RLMCA) is distinguished
from DLMCA in that there is an energy barrier to bond formation. The effect of
this barrier is to reduce the condensation rate because many collisions can occur
before the monomer and cluster form a bond. In this process, all potential growth
sites are sampled by the monomers. The probability of attachment to a particular
site per encounter is dictated by the local structure rather than the large-scale
structure, which governs the probability that a monomer will encounter a given
site. RLMCA is simulated by the Eden model (26), originally developed to simu-
late cell colonies. In the model, unoccupied perimeter sites are selected randomly
and occupied with equal probability. Because all sites are accessible and filled
with equal probability, the Eden model leads to compact, smooth clusters (d,, =
3). The ‘‘poisoned’’ Eden growth model (26) represents a modification of the
Eden model, whereby a certain fraction of sites is prohibited from being occupied,
i.e., these sites do not undergo polymerization. Depending on the number of
poisoned sites and their distribution, the poisoned Eden growth model generates
structures that vary from being uniformly nonporous (nonfractal) to surface frac-
tals to mass fractals.

Cluster-cluster aggregation models (27) describe growth that results when
a “‘sea’” of monomers undergoes random walks, forming a collection of clusters
that continue to grow by condensation reactions with each other and with remain-
ing monomers. Under diffusion-limited conditions (DLCA), clusters stick irre-
versibly on contact, whereas under reaction-limited conditions (RLCA), the stick-
ing probability is less than unity. Compared to monomer—cluster growth, the
strong mutual screening of colliding clusters creates very open structures even
under reaction-limited conditions. It is also evident from Fig. 5.11 that in contrast
to monomer—cluster growth, cluster—cluster growth produces objects with no
obvious centers.

5.5.3.2 Structural Evolution of Sol-Gel Silicates

In silicates, the condensation rate is sufficiently small that reaction-limited aggre-
gation is assumed to occur under both acid and base catalysis. The cross-linking
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between the polymer chains is much higher at high pH and high H,O:Si ratio
(w) so that highly branched clusters are formed under these conditions, whereas
more weakly branched clusters are formed at low pH. Based on our description
of the hydrolysis and condensation mechanisms and the polymer growth models,
we can now summarize the structural evolution of sol—gel silicates and its descrip-
tion by the kinetic models.

pH < ~2

Both hydrolysis and condensation occur by a bimolecular nucleophilic displace-
ment mechanism involving protonated alkoxide groups. The rate of hydrolysis
is large compared to the rate of condensation. For w greater than ~4, hydrolysis
is expected to be completed at an early stage of the reaction prior to any significant
condensation. After monomers are depleted, condensation between completely
hydrolyzed species occurs by reaction-limited cluster-cluster aggregation, leading
to weakly branched structures with a mass fractal dimension d,, = 2.

Under low water conditions (w < 4), condensation occurs prior to the
completion of hydrolysis. Condensation between the incompletely hydrolyzed
species is also expected to occur by reaction-limited cluster-cluster aggregation,
but because the OR groups effectively reduce the functionality of the condensing
species, the structures will be more weakly branched when compared to the high
water conditions.

pH >~7

Hydrolysis and condensation occur by bimolecular nucleophilic displacement
reactions involving OH™ and Si—O~ anions. For w > 4, the hydrolysis of all
polymeric species is expected to be complete. Dissolution reactions provide a
continual source of monomers. Because condensation occurs preferentially be-
tween weakly acidic species that tend to be protonated and strongly acidic species
that are deprotonated, growth occurs primarily by reaction-limited monomer-
cluster aggregation (equivalent to nucleation and growth), leading to compact,
nonfractal structures.

For w << 4, unhydrolyzed sites are incorporated into the growing cluster.
The probability of condensation at these sites is less than at hydrolyzed sites.
Under these conditions, growth is described by a ‘‘poisoned’” Eden model. De-
pending on the number and distribution of the poisoned sites, mass fractals, sur-
face fractals or uniformly porous objects can result. The addition of more water
in a second hydrolysis step is expected to completely hydrolyze the clusters and
further growth should be described by the Eden model.

pH = 2-7

Hydrolysis occurs by an acid-catalyzed mechanism involving a basic, protonated
alkoxy substituent. Condensation occurs by a base-catalyzed mechanism involv-
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ing a deprotonated silanol. Hydrolysis will therefore occur on monomers and
weakly branched oligomers that subsequently condense preferentially with clus-
ters (monomer-cluster growth). However, the availability of monomers at later
stages in the reaction decreases with decreasing pH. The predominant growth
mechanism therefore changes from monomer-cluster to cluster-cluster with de-
creasing pH and increasing time of reaction. A wide range of structures, from
weakly branched to highly branched, might be expected in this pH range of ~2-7.

5.5.3.3 Rheological Measurements

Rheological measurements are most often used to characterize the bulk properties
of a solution (e.g., the viscosity), but the dependence of the rheological properties
on the concentration, molecular weight, and shear rate can be used to infer struc-
tural information.

Figure 5.12 shows the changes in the solution viscosity for acid-catalyzed
and base-catalyzed TEOS systems described in Table 5.5. The sudden increase
in viscosity is generally used to identify the gel point in a crude way. The gel
point is often defined as the time at which the viscosity is observed to increase
rapidly or the time to reach a given viscosity (e.g., 1000 Pa-s).
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FIGURES.12 Temporal changes in solution viscosity for acid- and base-catalyzed TEOS
systems. Crosses indicate gel points. Samples I-V are identified in Table 5.5. (From Ref.
28.)
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TABLE 5.5 Compositions and Behavior of Sol-Gel Systems Investigated by
Sakka et al. (28-30)

Mole ratio (w) Time for
Si(OC,Hs)s H,O C,HsOH of H,O to gelling
Solution (2) (2) (2) Si(OC,Hs),  Catalyst® (h) Spinnability
I 169.5 14.7  239.7 1 HCI 525 Yes
1I 382.0 33.0 83.4 1 HCI 360 Yes
11 169.5 292.8 37.5 20 HCI 248 No
v 50 3.8 47.6 1 NH4,OH 565 No
A% 50 7.6 47.6 2 NH4,OH 742 no

“ Mole ratio of HCI or NH,OH to the Si(OC,Hs),4 is 0.01.
Source: Ref. 1.

The rheology of silicate systems prepared from TEOS (Table 5.5) was
studied by Sakka and coworkers (28—30) and correlated with the observed ability
of certain compositions for fiber formation (spinnability). They measured the
dependence of the reduced viscosity g, [equal to m, — 1 in Eq. (4.84)] on silica
concentration C and the dependence of the intrinsic viscosity [n] on the number-
averaged molecular weight M,, for acid-catalyzed and base-catalyzed systems
prepared with w values in the range of 1-20. Figure 5.13 compares the concentra-
tion dependence of m,/C for composition 1 (Table 5.5) after various periods of
aging (t/tee;) with that for Ludox® (sol of silica particles) and for sodium metasili-
cate (chainlike silicates). As discussed in Chapter 4, m, for a sol of noninteracting
spherical particles (e.g., Ludox®) is given the Einstein relation, which can be
expressed as

c »p (5.32)

where K, is a constant equal to 2.5 and p is the density of the particles. The
silicate species present at t/t,e = 0.34 can therefore be inferred to be compact
and noninteracting.

As 1/t increases, there is a progressively larger dependence of m,/C on
C. According to the Huggins equation (31), the reduced viscosity of solutions of
chainlike or linear polymers (e.g. metasilicate) is given by

Ny 2
F‘[n]+K2 [n] C (5.33)

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



Sol-Gel Processing 277

T T
ulotu‘llllcoto 25°C
\
0.15 .92
&)
™~ 0.10 -
a
- .
= M
Q.68
0.05 M i
0.48
- ———{
e Oms i 0-34 .
¥ -
Ludox
0.00 L 4
a 5 10

Si0, CONCENTRATION, g/100 cm®

FiGURE 5.13 Dependence of the reduced viscosity of solution I (see Table 5.5) on
concentration for various values of #/t,.. Data for LUDOX® (sol of silica particles) and
for sodium metasilicate (chainlike silicates) are shown for comparison. (From Ref. 28.)

where K, is a constant. The larger dependence of ng,/C on C with aging time
may be explained in terms of a change in the silicate structure from small noninter-
acting species to extended, weakly branched polymers.

Figure 5.14 shows plots of log [n] versus the log M, for acid-catalyzed
TEOS systems in which w was varied from 1 to 20. For organic polymer solutions,
[n] is related to M,, by the expression

[n] =K1 534
where K3 is a constant that depends on the type of polymer, the solvent and the
temperature. The exponent o depends on the structure of the polymer: o = 0 for
rigid spherical particles; o = 0.5-1.0 for flexible, chainlike, or linear polymers;
and o = 1.0-2.0 for rigid, rodlike polymers (32). The results of Fig. 5.14 indicate
that spinnable systems (w = 1 or 2) are composed of flexible chainlike or linear
polymers (o = 0.64-0.75) whereas the nonspinnable systems are composed of
more highly branched structures.
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FiGURE 5.14 Log intrinsic viscosity [n] versus log number averaged molecular weight
M,, for acid-catalyzed hydrolysis of TEOS and w = 1-20. The parameter « is defined in
Eq. (5.34). (From Ref. 29.)

5.5.4 Gelation

The clusters grow until they begin to impinge on one another and gelation occurs
by a linking of these clusters by a percolation process. Near the gel point, bonds
form at random between the nearby clusters, linking them into a network. The
gel point corresponds to the percolation threshold, when a single cluster (called
the spanning cluster) appears that extends throughout the sol (Fig. 5.10). The
spanning cluster coexists with the sol containing many smaller clusters, which
gradually become attached to the network. It reaches across the vessel that con-
tains it so the sol does not pour when the vessel is tipped. By creating a continuous
solid network, the spanning cluster is responsible for an abrupt rise in the viscosity
and the appearance of an elastic response to stress.
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Reference 1 gives an excellent review of the theories that have been pro-
posed to explain gelation. The theories can be divided into three main classes:
classical theory, percolation theory, and kinetic models. Classical theory is based
on the theory of Flory and Stockmeyer mentioned earlier. The classical theory
provides a good description of the gel point; however, as we outlined earlier, it
provides an unrealistic description of polymer growth in sol—gel silicates. Perco-
lation theory avoids the unrealistic assumptions of the classical theory and makes
predictions of the gelling systems that are in good accord with experimental
observations. A disadvantage is that only a few results can be obtained analyti-
cally, so that these models must be studied by computer simulations. Reviews
of percolation theory and its relation to gelation can be found in Refs. 33 and
34.

The kinetic models, as described earlier, are based on Smoluchowski’s
analysis of cluster growth. They are reviewed by Meakin (8). The geometry of
the clusters is not considered specifically in the theory, but the size distribution
and shape of the clusters determined by computer simulation are in good agree-
ment with experiment. The predictions of polymer growth and fractal structure
are also in good agreement with experimental observations. The growing clusters
eventually overlap and become immobile, so that further bonding involves a
percolation process. The evolution of the properties in the vicinity of the gel
point is generally in agreement with the critical behavior predicted by percolation
theory.

5.5.5 Aging of Gels

The condensation reactions that cause gelation continue long after the gel point,
leading to strengthening, stiffening, and shrinkage of the network. These changes
have a significant effect on the subsequent drying and sintering processes. If the
gel is aged in the original pore liquid, small clusters continue to diffuse and attach
to the main network. As these new links form, the network becomes stiffer and
stronger. Many gels exhibit the phenomenon of syneresis, shown in Fig 5.15,
where the gel network shrinks and expels the liquid from the pores (35). Shrinkage
most likely results from condensation between neighboring groups on the surface
of the solid network, as illustrated in Fig. 5.16.

Studies of syneresis in silica gels show that the rate depends on the process-
ing conditions in much the same way as the condensation reactions leading to
gelation. The shear modulus of the gel increases with aging time and the rate of
increase of the modulus is larger at higher temperatures. However, when com-
pared to drying where evaporation of the liquid is allowed to take place, the
shrinkage and the shear modulus of the gel increase much less rapidly with time.

5.5.6 Drying of Gels

After preparation, polymeric gels typically consist of a weak amorphous solid
structure containing an interconnected network of very fine pores filled with
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FIGURE5.15 Two modes of shrinkage of a wet gel: shrinkage produced when the liquid
is allowed to evaporate (route 1) and expulsion of liquid from the gel giving rise to
shrinkage without evaporation (syneresis) (route 2). (From Ref. 35.)
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FIGURE 5.16 (Top) Shrinkage results from condensation between neighboring groups
on a surface as the strain in the new bond relaxes. (Bottom) Movement of flexible chains
may permit new bonds to form that prevent the chains from returning to their original
position; this permits extensive shrinkage as long as the network remains flexible. (From
Ref. 1.)
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liquid. Often an excess volume of alcohol is used as a common solvent, so that
the liquid composition is predominantly an alcohol. The gel is sometimes referred
to as an alcogel. Particulate gels consist of a network in which the pores are
filled with an aqueous liquid, and in this case the gel is sometimes referred to
as an aquagel (or a hydrogel). The gel must be dried prior to its conversion to
the final article by sintering. The simplest method, referred to as conventional
drying, is to remove the liquid by evaporation in air or in a drying chamber such
as an oven. Drying must be carried out slowly and under carefully controlled
conditions, especially in the case of polymeric gels, if monolithic crack-free bod-
ies are to be obtained. The gel produced by conventional drying is referred to as
a xerogel. Alternatively, the gel may be dried by removal of the liquid under
supercritical conditions. In the ideal case, no shrinkage occurs during supercritical
drying so that the dried gel is highly porous (e.g., typically ~90-95% porosity
in polymeric gels). The gel produced by supercritical drying is referred to as an
aerogel.

In practice, the drying stage often presents one of the major difficulties of
the sol—gel process. It is often difficult to dry polymeric gels thicker than 1 mm
or films thicker than 1 pm. We will examine some of the main factors that control
the drying process so that a better understanding of the problems and their solution
may be achieved.

5.5.6.1 Conventional Drying

Drying is a complex process involving the interaction of three independent pro-
cesses: (1) evaporation, (2) shrinkage, and (3) fluid flow in the pores. As in most
complex physical phenomena, an insight into the problem is best achieved through
a combination of theoretical modeling and experimental investigations. A detailed
analysis of the drying process has been carried out by Scherer (36). Although
special attention is given to the drying of gels, the theory is fairly general that
it can also be applied to the drying of ceramics formed by other methods (e.g.,
slip casting and extrusion) described in the next chapter.

Stages in Drying

As shown in Fig. 5.17, the drying process can be divided into two major stages:
(1) a constant rate period (CRP) where the evaporation rate is nearly constant
and (2) a falling rate period (FRP) where the evaporation rate decreases with
time or the amount of liquid remaining in the body. In some materials it is possible
to further separate the FRP into two parts. In the first falling rate period (FRP1),
the evaporation rate decreases approximately linearly with time, while in the
second falling rate period (FRP2), the rate decreases in a curvilinear manner.
The drying process is illustrated schematically in Fig. 5.18. During the
CRP, the liquid—vapor meniscus remains at the surface of the gel. Evaporation
occurs at a rate close to that of a free liquid surface (e.g., an open dish of liquid).
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FIGURE 5.17 Rate of water loss from alumina gel versus water content of the gel for
various initial thicknesses [(O) 7.5, (©) 3.0, (() 1.8, (A) 0.8 mm]. During the first stage
(CRP) the evaporation rate from the gel is about the same as from a dish of water. (From
Ref. 37.)

For every unit volume of liquid that evaporates, the volume of the gel decreases
by one unit volume. This stage of constant evaporation rate accompanied by
shrinkage lasts until the end of the CRP when shrinkage stops and the FRP begins.
At the end of the CRP, the gel may shrink to as little as one-tenth of its original
volume. During the FRP, the liquid recedes into the gel.

Driving Force for Shrinkage: Decrease in Interfacial Energy

Consider a tube of radius a held vertically in a reservoir of liquid which wets it
(Fig. 5.19). If the contact angle is 0, the negative pressure under the liquid—vapor
meniscus in the capillary is

_ 2y, cos0
a (5.35)

where ;v is the specific surface energy (surface tension) of the liquid—vapor
interface. Assuming for simplicity that 8 = 0, the liquid is drawn up the tube to
a height A, given by
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STAGES OF DRYING
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FIGURE5.18 Schematic illustration of the drying process. (a) before evaporation occurs,
the meniscus is flat. (b) Capillary tension develops in liquid as it ‘‘stretches’’ to prevent
exposure of the solid phase, and network is drawn back into liquid. The network is initially
so compliant that little stress is needed to keep it submerged, so the tension in the liquid
is low, and the radius of the meniscus is large. As the network stiffens, the tension rises,
and at the critical point (end of the constant rate period), the radius of the meniscus drops
to equal the pore radius. (¢) During the falling rate period, the liquid recedes into the gel.
(From Ref. 36.)
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FIGURE 5.19 Capillary rise phenomenon for a wetting liquid with a contact angle 6

2
ap.8 (5.36)

where p; is the density of the liquid and g is the acceleration due to gravity. The
potential energy (PE) gained by the liquid is equivalent to raising a mass of liquid
wa’hp, through a height //2. Hence,

—na’h? P8

This energy comes from the wetting of the walls of the tube by the liquid. We
may describe the process in the following way. The surface energy of a solid
arises from the asymmetric forces at the free surface. If we cover the surface
with another material (e.g., a liquid), we reduce this asymmetry and hence reduce
the surface energy. The energy liberated in the process is available for pulling
the liquid up the tube. The energy liberated can also be thought of as giving rise
to a capillary pressure or capillary force which acts on the liquid to pull it up
the tube.

Quantitatively, if the liquid rises up the tube to cover 1 m? of the surface,
then we destroy 1 m? of solid—vapor interface and create 1 m? of solid—liquid
interface. The energy given up by the system is then
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AE =Y, —Yq (5.38)

where gy and g, are the specific surface energies of the solid—vapor and
solid-liquid interfaces, respectively.

Consider now a wet gel with pores that are assumed, for simplicity, to be
cylindrical. If evaporation occurs to expose the solid phase, a solid—liquid inter-
face is replaced by a solid—vapor interface. If the liquid wets the solid (i.e., the
contact angle 6 < 90°), then as seen from Fig. 5.19, ysy > vs;. The exposure
of the solid phase would lead to an increase in the energy of the system. To
prevent this, liquid tends to spread from the interior of the gel to cover the
solid—vapor interface. (This is analogous to the example of liquid flow up a
capillary tube discussed earlier.) Since the volume of the liquid has been reduced
by evaporation, the meniscus must become curved, as indicated in Fig. 5.20. The
hydrostatic tension in the liquid is related to the radius of curvature r of the
meniscus by

2y,
r

P= (5.39)
The negative sign in this equation arises from the sign convention for stress and
pressure. The stress in the liquid is positive when the liquid is in tension; the
pressure follows the opposite sign convention, so tension is negative pressure.

The maximum capillary pressure pg in the liquid occurs when the radius
of the meniscus is small enough to fit into the pore. For liquid in a cylindrical
pore of radius a, the minimum radius of the meniscus is

\
Il

cosO (5.40)

s
+
= [

FIGURE 5.20 To prevent exposure of the solid phase (A), the liquid must adopt a curved
liquid—vapor interface (B). Compressive forces on the solid phase cause shrinkage. (From
Ref. 36.)
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The maximum tension is

__2(YSV_YSL) _ZYLV cos0

Pr P P (5.41)

It is equal to the tension under the liquid—vapor meniscus [Eq. (5.35)]. The
capillary tension in the liquid imposes a compressive stress on the solid phase,
causing contraction of the gel. As outlined later, the capillary tension is smaller
than the maximum value during most of the drying process.

It is observed that for silica gels, shrinkage proceeds faster when evapora-
tion is allowed to take place, indicating that capillary pressure is the dominant
factor driving the shrinkage. However, other factors can make a contribution to
the driving force, and these can be significant in other systems.

Osmotic Pressure

Osmotic pressure (IT) is produced by a concentration gradient. A common exam-
ple is the diffusion of pure water through a semipermeable membrane to dilute
a salt solution on the other side. A pressure II would have to be exerted on the
salt solution or a tension —II must be exerted on the pure water to prevent it
from diffusing into the salt solution. As discussed earlier, gels prepared by the
hydrolysis of metal alkoxides contain a solution of liquids (e.g., water and alcohol)
that differ in volatility. Evaporation creates a composition gradient, and liquid
diffuses from the interior to reduce the gradient. If the pores are large, a counter-
flow of liquid to the interior occurs and no stress is developed. However, if the
pores are small enough to inhibit flow, diffusion away from the interior can
produce a tension in the liquid. The balancing compression on the solid phase
(which, in principle can approach the value of IT) can cause shrinkage of the gel.

Disjoining Forces

Disjoining forces are short range forces resulting from the presence of solid—lig-
uid interfaces. An example of such forces is the repulsion between electrostatically
charged double layers discussed in Chapter 4. Short range forces in the vicinity
of a solid surface can also induce some degree of structure in the adjacent liquid.
The molecules in the more ordered regions adjacent to the solid surface have
reduced mobility compared with those in the bulk of the liquid. Disjoining forces
are important in layers that are within ~1 nm of the solid surface. They would
be expected to be important in gels with very fine pores. For gels with relatively
large pore sizes, disjoining forces will be important only in the later stages of
drying.

Transport of Liquid

Transport of liquid during drying can occur by (1) flow if a pressure gradient
exists in the liquid and (2) diffusion if a concentration gradient exists. According
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to Fick’s first law (see Chapter 7), the flux J, caused by a concentration gradient
VC, is given by

J=-DVC (5.42)

where D is the diffusion coefficient. The flux J is defined as the number of atoms
(molecules or ions) diffusing across unit area per second down the concentration
gradient. In one dimension (e.g., the x direction), VC = dC/dx. As discussed
earlier, diffusion may be important during drying if the liquid in the pores consists
of a solution and a concentration gradient develops by preferential evaporation
of one component of the solution. In general, however, diffusion is expected to
be less important than flow.
As in most porous media, liquid (or fluid) flow obeys Darcy’s law:

_KVp

J=
n, (5.43)

where J is the flux of liquid (the volume flowing across unit area per unit time
down the pressure gradient), Vp is the pressure gradient (equal to dp/dx in one
dimension), m; is the viscosity of the liquid, and K is the permeability of the
porous medium. As in Fick’s law where the physics of the diffusion process is
subsumed in the diffusion coefficient, in Darcy’s law the parameters of the porous
medium that control the liquid flow are accounted for in terms of the permeability.
A variety of models, based on the representation of pores by arrays of tubes, has
been put forward for the permeability of porous media. One of the most popular,
based on its simplicity and accuracy, is the Carman-Kozeny equation:

P3
5(1-P)" $%p? (5.44)

where P is the porosity, S is the specific surface area (i.e., per unit mass of the
solid phase), and py is the density of the solid phase. For a silica gel prepared
from an alkoxide, S =~ 400—-800 m?/g, P =~ 0.9, and ps =~ 1.5-1.8 g/cm?. Substitut-
ing these values in Eq. (5.44) gives K in the range of 10~ '3 to 10~ cm? (i.e.,
very low). While Eq. (5.44) is fairly successful for many types of porous materials,
it also fails often, so it must therefore be used with caution.

Darcy’s law, as outlined earlier, is obeyed by many materials, including
some with very fine pores (= 10 nm in size). Figure 5.21 shows the data for
silica gel where the flux is indeed proportional to the pressure gradient (38). The
experiment was performed by casting a sheet of gel (~2 mm thick) onto a Teflon®
filter, then imposing a pressure drop across it and measuring the rate of flow
though it.
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Physical Process of Drying

Particulate gels and polymeric gels show the same general behavior in drying: a
constant rate period followed by a falling rate period (Fig. 5.17). However, be-
cause of the profound difference in structure, the gels respond differently to the
compressive stresses imposed by capillary forces. Initially, colloidal gels show
a very small elastic contraction, but this is insignificant compared to the total
drying shrinkage (typically 15-30 vol%) that occurs predominantly by rearrange-
ment of the particles. Sliding of the particles over one another leads to denser
packing and an increase in the stiffness of the gel. Eventually the network is stiff
enough to resist the compressive stresses and shrinkage stops. Rearrangement
processes are difficult to analyze; as a result, theoretical equations for the strain
rate and shrinkage during drying have not been developed for particulate gels.

Polymeric gels are highly deformable. As for other materials with a poly-
meric structure, the response to a stress is viscoelastic, i.e., a combination of an
instantaneous elastic deformation and a time-dependent viscous deformation. The
elastic deformation arises from stretching and bending of the polymer chains,
whereas the viscous deformation arises from reorientation and relaxation of poly-
mer chains (or clusters) into lower energy configurations. Assuming the gel to
be a continuum, constitutive equations relating the strain to the imposed stress
have been developed. As a result of such analysis, considerable insight has been
gained into the stress development in the gel and the shrinkage during drying.
In the following discussion, particular attention will therefore be paid to the drying
of polymeric gels.
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FIGURE 5.21 Flow rate JA (where J is the flux and A is the area of sheet of gel) versus
pressure gradient in a silica gel is linear, in accordance with Darcy’s law, Eq. (5.43);
numbers next to points indicate order of experiments. (From Ref. 38.)
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The Constant Rate Period

In the constant rate period, the rate of evaporation is constant. When evaporation
starts, the temperature at the surface of the gel drops because of a loss of heat
due to the latent heat of vaporization of the liquid. However, heat flow to the
surface from the atmosphere quickly establishes thermal equilibrium where trans-
fer of heat to the surface balances the heat loss due to the latent heat of vaporiza-
tion. The temperature at the surface becomes steady and is called the wet-bulb
temperature (7). The surface of the gel is therefore at the wet-bulb temperature
during the CRP. The rate of evaporation, Vj is proportional to the difference
between the vapor pressure of the liquid at the surface py and the ambient vapor
pressure py:

V,=H(p, -p,) (5.45)

where H is a factor that depends on the temperature, the velocity of the drying
atmosphere, and the geometry of the system. Since V; increases as p, decreases,
T\, decreases with a decrease in ambient humidity. For polymeric gels, the ambi-
ent vapor pressure must be kept high to avoid rapid drying so that the temperature
of the sample remains near the ambient.

Let us consider a wet gel in which some liquid suddenly evaporates. As
outlined earlier, the liquid in the pores stretches to cover the dry region and a
tension develops in the liquid. The tension is balanced by compressive stresses
on the solid phase of the gel. Since the network is compliant, the compressive
forces cause it to contract into the liquid, and the liquid surface remains at the
exterior surface of the gel (Fig. 5.18b). In a polymeric gel, it does not take much
force to submerge the solid phase, so that initially the capillary tension of the
liquid is low and the radius of the meniscus is large. As drying proceeds, the
network becomes stiffer because new bonds are forming (e.g., by condensation
reactions) and the porosity is decreasing. The meniscus also deepens (i.e., the
radius decreases), and the tension in the liquid increases [Eq. (5.39)]. When the
radius of the meniscus becomes equal to the pore radius in the gel, the liquid
exerts the maximum possible stress [Eq. (5.41)]. This point marks the end of the
CRP; beyond this the tension in the liquid cannot overcome the further stiffening
of the network. The liquid meniscus recedes into the pores, and this marks the
start of the FRP (Fig. 5.18c). Thus, the characteristic features of the CRP are

1. the shrinkage of the gel is equal to the rate of evaporation.
2. the liquid meniscus remains at the surface.
3. the radius of the liquid meniscus decreases.

At the end of the CRP, shrinkage virtually stops. According to Eq. (5.41), for an
alkoxide gel with y;ycosd = 0.02 to 0.07 J/m? and a = 1-10 nm, the capillary

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



290 Chapter 5

tension, pg, at the critical point is = 4—150 MPa. This shows that the gel can be
subjected to enormous pressures at the critical point. The amount of shrinkage
that precedes the critical point depends on pg, which, according to Eq. (5.41),
increases with the interfacial energy <vy;y and with decreasing pore size a. If
additives (e.g., surfactants) are added to the liquid to reduce 7.y, then pg de-
creases; as a result, less shrinkage occurs and the porosity of the dried gel in-
creases.

Falling Rate Period

When shrinkage stops, further evaporation forces the liquid meniscus into the
pores, and the evaporation rate decreases (Fig. 5.18c). This stage is called the
falling rate period. As outlined earlier, the FRP can be divided into two parts.
In the first falling rate period (FRP1), most of the evaporation is still occurring
at the exterior surface. The liquid in the pores near the surface exists in channels
that are continuous with the rest of the liquid. (The liquid is said to be in the
funicular state.) These continuous channels provide pathways for liquid flow to
the surface (Fig. 5.22a). At the same time, some liquid evaporates in the pores
and the vapor diffuses to the surface. In this stage of drying, as air enters the
pores, the surface of the gel may lose its transparency.
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NN NNA g Vg SN NN
Ea Diffusion Diffusion

Fl
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FIGURE 5.22 Schematic diagram illustrating fluid transport during the falling rate pe-
riod. After the critical point, the liquid—vapor meniscus retreats into the pores of the body.
(a) In the first falling rate period, liquid is in the funicular state, so transport by liquid
flow is possible. There is also some diffusion in the vapor phase. (b) During the second
falling rate period evaporation occurs inside the body, at the boundary between the funicu-
lar (continuous liquid) and pendular (isolated pockets of liquid) regions. Transport in the
pendular region occurs by diffusion of vapor. (From Ref. 36.)
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As the distance between the liquid—vapor interface (the drying front) and
the surface increases, the pressure gradient decreases and the flux of liquid also
decreases. If the gel is thick enough, eventually a stage is reached where the flux
becomes so slow that the liquid near the surface is in isolated pockets. (The liquid
is now said to be in the pendular state.) Flow to the surface stops, and the liquid
is removed from the gel by diffusion of the vapor. This marks the start of the
second falling rate period (FRP2), where evaporation occurs inside the gel (Fig.
5.22b).

Drying from One Surface

In many cases the wet gel is supported so that liquid evaporates from one surface
only (Fig. 5.23). As evaporation occurs, capillary tension develops first on the
drying surface. This tension draws liquid from the interior to produce a uniform
hydrostatic pressure. If the permeability of the gel is high, liquid flow is produced
by only a small pressure gradient. However, if the permeability is low (or the
gel is fairly thick), a significant pressure gradient is developed. The solid network
is therefore subjected to a greater compression on the drying surface. This causes
the gel to warp upwards (Fig. 5.23a). Later in the drying process the liquid—vapor
interface moves into the interior of the gel, and the pores are filled with air. The
gel network surrounding the air-filled pores is relieved of any compressive stress,
but the lower part of the gel still contains liquid so that it is subjected to compres-
sion due to capillary forces. This causes the gel to warp in the opposite direction
(Fig. 5.23b).

Evaporation

(a} {b)

FIGURE 5.23 Warping of plate of gel dried by evaporation from upper surface. Plate
warps upward initially then reverses curvature after top surface becomes dry. (Adapted
from Ref. 36.)
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Drying Stresses

During the CRP, the pores remain full of incompressible liquid. The change in
liquid content must be equal to the change in pore volume, which is related to
the volumetric strain rate V. Equating these changes, we obtain

V=—V~J=—V-[£Vp]

L

(5.46)

The flux of liquid to the surface also matches the evaporation rate (i.e., J = Vp);
so Eq. (5.43) requires that

V.=£Vp

E

surface (5 47)

L

To calculate the drying stresses, Eq. (5.46) must be solved using Eq. (5.47) as a
boundary condition. The methods for solving the equation are discussed in Ref.
36. For a viscoelastic flat plate (including one that is purely elastic or viscous),
the stress in the solid phase of the gel in the plane of the plate (xy plane) is given
by

6, =0, = (p)-p (5.48)

where p is the negative pressure (tension) in the liquid and (p) is the average
pressure in the liquid. According to this equation, if the tension in the liquid is
uniform, p = {(p), and there is no stress on the solid phase. However, when p
varies through the thickness, the network tends to contract more where p is high
and this differential strain causes warping or cracking. The situation is analogous
to the stress produced by a temperature gradient: cooler regions contract relative to
warmer regions, and the differential shrinkage causes the development of stresses.

If the evaporation rate is high, p can approach its maximum value, given
by Eq. (5.41), while (p) is still small so that the total stress at the surface of the
plate is

o - 2v,, cos@
x a (5.49)

For slow evaporation, the stress at the drying surface of the plate is

_Inv,

%% 3k (5.50)
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where the half-thickness of the plate is L and evaporation occurs from both faces

of the plate.

Cracking During Drying

It is commonly observed that cracking is more likely to occur if the drying rate
is high or the gel is thick. It is also observed that cracks generally appear at the
critical point (the end of the CRP) when shrinkage stops and the liquid/vapor
meniscus moves into the body of the gel. In the theoretical analysis developed
by Scherer (36), cracking is attributed to stresses produced by a pressure gradient
in the liquid. However, the stress that causes failure is not the macroscopic stress
o, acting on the network. If the drying surface contains flaws, such as that
sketched in Fig. 5.24, the stress is concentrated at the tip of the flaw. The stress

at the tip of a flaw of length c is proportional to

6(,’ = GX (ch)llz

(5.51)

Fracture occurs when o. > Kjc, where K¢ is the critical stress intensity of the
gel. Assuming that the flaw size distribution is independent of the size and drying
rate of the gel, the tendency to fracture would be expected to increase with oy.
According to Eq. (5.50), o, increases with the thickness L of the sample and the
drying rate V. Scherer’s analysis therefore provides a qualitative explanation for

the dependence of cracking on L and V.

In another explanation, it has been proposed that cracking in gels occurs
as a result of local stresses produced by a distribution of pores sizes (39). As
sketched in Fig. 5.25, after the critical point, liquid is removed first from the
largest pores. It has been suggested that the tension in the neighboring small
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FIGURE 5.24 Surface flaw of length ¢ and tip radius r. acted upon by far-field stress
o, creates amplified stress o at the crack tip. Insert indicates that r. is on the scale of

the mesh size of the network. (From Ref. 38.)
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pores deforms the pore wall and causes cracking. As discussed in Ref. 36, this
explanation does not appear to be valid. The drying stresses are macroscopic in
that the pressure gradient extends through the thickness of the gel, i.e., the stresses
are not localized. If the stresses were localized on the scale of the pores, the gel
would be expected to crumble to dust as the drying front advanced. Instead, gels
crack into only a few pieces. However, flaws that lead to failure may be created
by local stresses (resulting, for example, from nonuniform pore sizes) and then
propagated by the macroscopic stresses.

Constant rate period

Largest pares empty first

Greater tension in smalier pores
causes cracking

Crack

FIGURE 5.25 Tllustration of microscopic model: during the constant rate period, menis-
cus has same radius of curvature for pores of all sizes; after the critical point, the largest
pores are emptied first. The capillary tension compressing the smaller pores causes local
stresses that crack the network. (After Ref. 39.)
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Avoidance of Cracking

Scherer’s theory of drying provides useful guidelines for controlling stress devel-
opment and therefore for avoiding fracture. Cracking is attributed to macroscopic
stresses produced by a pressure gradient Vp in the liquid. Fast evaporation leads
to a high Vp and hence to large differential strain. To avoid cracking, the gel
must be dried slowly. However, the ‘‘safe’” drying rates are so slow that gels
thicker than ~1 cm require uneconomically long drying times. A number of
procedures may be used to increase the safe drying rates.

The boundary condition at the surface of the gel [Eq. (5.47)] shows that
high V leads to high Vp. Furthermore, low permeability (low K) leads to high
Vp for a given V. From Eq. (5.44), it can be shown that K increases roughly as
the square of the pore size. An obvious strategy is to increase the pore size of
the gel. One approach that has been used for silica gels involves mixing colloidal
silica particles with the alkoxide (TEOS). In addition to producing gels with large
pores, the silica particles also strengthen the gel. Another approach is to use
colloidal particles to produce gels that are easier to dry (e.g., particulate silica
gel). However, as outlined later, gels with larger pores require higher sinntering
temperatures for densification so that some compromise between ease of drying
and ease of sintering is made.

The capillary pressure sets a limit on the magnitude of the drying stresses,
i.e., 0, = pg, and is probably responsible for the creation of critical flaws. The
probability of fracture can therefore be reduced by reducing the capillary pressure
through (1) increasing the pore size (discussed above) and (2) decreasing the
liquid—vapor interfacial tension, [see Eq. (5.41)]. The interfacial tension can be
reduced by using a solvent with a lower volatility than water that, in addition,
has a low <y, y. The surface tension of a liquid can also be reduced by raising the
temperature. Beyond the critical temperature and pressure, there is no tension.
Since p = 0, Vp must also be zero so that no drying stresses can be produced.
This approach forms the basis of supercritical drying described in the next section.

Another approach is to strengthen the gel so that it is better able to withstand
the drying stresses. For example, aging the gel in the pore liquid at slightly
elevated temperatures stiffens the gel network and also reduces the amount of
shrinkage in the drying stage.

For gels prepared from metal alkoxides, certain organic compounds added
to the alkoxide solution have been claimed to speed up the drying process consid-
erably while avoiding cracking of the gel. It has been reported that with the use
of these compounds, gels thicker than 1 cm can be dried in ~1 day. These
compounds, referred to as drying control chemical additives (DCCA) include
formamide (NH,CHO), glycerol (C3HgO3), and oxalic acid (C,H,0,4). While the
role of these compounds during drying is not clear, it is known that they increase
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the hardness (and presumably the strength) of the wet gel. However, they also
cause serious problems during sintering because they are difficult to burn off.
Decomposition leading to bloating of the gel and chemical reaction (e.g., the
formation of carbonates) severely limit the effectiveness of these compounds.

5.5.6.2 Supercritical Drying

In supercritical drying (sometimes referred to as hypercritical drying), the liquid
in the pores is removed above the critical temperature 7. and the critical pressure
p. of the liquid. Under these conditions, there is no distinction between the liquid
and the vapor states. The densities of the liquid and vapor are the same, there is
no liquid—vapor meniscus and no capillary pressure, and so there is no drying
stresses.

In supercritical drying, the wet gel is placed in an autoclave and heated
fairly slowly (less than ~0.5°C/min) to a temperature and pressure above the
critical point. The temperature—pressure path during the drying process is
sketched in Fig. 5.26. The temperature and pressure are increased in such a way
that the liquid—vapor phase boundary is not crossed. After equilibration above
the critical point, the fluid is released slowly.

Table 5.6 shows the critical points of some fluids. The critical temperature
and pressure for ethanol are 516 K and 6.4 MPa (~63 atm). The need to cycle
an autoclave through such high temperature and pressure makes the process time
consuming, expensive, and somewhat dangerous. The total drying time can be
as long as 2-3 days for a large gel. An alternative is to replace the liquid in the
pores with a fluid having a much lower critical point. Carbon dioxide has a T,
of 304 K and a p.. of 7.4 MPa. The low T, means that the drying process can be
carried out near ambient temperatures. Carbon dioxide is also relatively cheap.
In supercritical drying with CO,, the liquid (e.g., alcohol) in the pores of the gel
must first be replaced. This is accomplished by placing the gel in the autoclave

Pressre

Temperatare

FIGURE 5.26 Schematic illustration of the pressure-temperature schedule during super-
critical drying

Copyright © Marcel Dekker, Inc. All rights reserved.

MarceL DEkkER, Inc. (ﬂ
270 Madison Avenue, New York, New York 10016 0



Sol-Gel Processing 297

and flowing liquid CO, through the system until no trace of alcohol can be
detected. Following this, the temperature and pressure of the autoclave are raised
slowly to ~40°C and ~8.5 MPa. After maintaining these conditions for ~30
min, the CO, is slowly released. The step where the liquid in the pores is replaced
with CO, can take several hours so that supercritical drying with CO, is not much
faster overall.

With superecritical drying, monolithic gels as large as the autoclave can be
produced. Very little shrinkage (< 1% linear shrinkage) occurs during spercritical
drying so that the aerogel is very porous and fragile. The solid phase occupies
less than 10 vol% of the aerogel. Because of the low density, the sintering of
aerogels to produce dense polycrystalline articles is impractical. Considerable
shrinkage (> 50% linear shrinkage) would have to take place, and this makes
dimensional control of the article difficult. As discussed in Chapter 11, a common
problem is the crystallization of the gel prior to the attainment of high density
which severely limits the final density. Because of these problems, supercritical
drying is better suited to the fabrication of porous materials and powders. Mono-
lithic aerogels are of interest because of their exceptionally low thermal conductiv-
ity. Powders with good chemical homogeneity can be easily produced by grinding
the fragile aerogel.

5.5.6.3 Structural Changes During Drying

We saw earlier that there are fundamental differences in structure between particu-
late gels and polymeric gels, and within polymeric gels, between gels prepared
by acid-catalyzed and base-catalyzed reactions. During conventional drying, we
would expect the structure of these gels to evolve differently under the compres-
sive action of the capillary stresses. Polymeric gels will gradually collapse and

TABLE 5.6 Critical Points of Some Fluids

Critical Critical
Fluid Formula temperature (K) pressure (MPa)
Carbon dioxide CO, 304.1 7.36
Nitrous oxide N,O 309.8 7.24
Freon-13 CCIF; 301.9 3.86
Freon-23 CHF; 298.9 4.82
Freon-113 CCI,F-CCIF, 487 3.40
Freon-116 CF;-CF; 292.7 2.97
Methanol CH;0H 513 7.93
Ethanol C,HsOH 516 6.36
Water H,O 647 22.0
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cross-link as unreacted OH and OR groups come into contact with each other
(see Fig. 5.16). When the structure becomes stiff enough to resist the capillary
stresses, residual porosity will be formed. For gels produced by acid-catalyzed
reactions, in which the polymer chains are weakly cross-linked, the structure can
be highly compacted before it is sufficiently cross-linked to produce residual
porosity (Fig. 5.27a). The zerogel will be characterized by a relatively high density
and very fine pores. In contrast, after drying, base-catalyzed gels will have a
relatively low density and larger pores because the structure of polymeric clusters
will be more difficult to collapse (Fig. 5.27b). Silica gels prepared by acid-cata-
lyzed reactions can lead to zerogels with porosities as low as 35—-40% compared
to values as high as 60—70% for similar xerogels produced by the base-catalyzed
route.

FIGURE 5.27 Schematic representation of the structural evolution during drying for (a)
acid-catalyzed gels, (b) base-catalyzed gels, (c) colloidal gel aged under conditions of
high silica solubility, and (d) colloidal gel composed of weakly bonded particles. (From
Ref. 40.)
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For particulate gels, the structure will fold or crumple under the action of
the capillary stresses. Neck formation or an increase in the coordination number
of the gel will continue until the structure is strong enough to resist the capillary
stresses, at which point residual porosity is formed. Because the particulate struc-
ture of the gel can better withstand the smaller capillary stresses (arising from
the larger pores), the shrinkage for particulate gels will be significantly smaller
than that for polymeric gels. The structure of the zerogel will be a somewhat
contracted and distorted version of the original structure (Fig. 5.27¢ and d). The
porosity is typically in the range of 70—80%.

5.5.7 Gel Densification During Sintering

Particulate gels, as discussed above, contract slightly during drying. Since the
solid phase is composed of a fully cross-linked network that is similar in structure
to that of the corresponding melted glass, the drying process does not alter the
structure of the solid skeletal phase of the gel. Polymeric gels undergo significant
contraction and further polymerization by condensation reactions during drying.
Even so, the resulting polymer structure of the solid skeletal phase of the zerogel
is still less highly cross-linked than the corresponding melted glass. For example,
the number of nonbridging oxygen atoms (i.e., those ending in OH and OR
groups) has been estimated in the range of 0.33 to 1.48 for every silicon atom
in polymeric silica zerogels as compared to a value of ~0.003 for a melted silica
glass with 0.05 wt% water. One effect of the lower crosslink density is that the
solid skeletal phase of the gel has a lower density than that of the corresponding
melted glass. This is equivalent to saying that the skeletal phase has extra free
volume when compared to the corresponding glass produced by melting.

The structure of the zerogel has important implications for densification.
Compared to the corresponding dense glass prepared by melting, zerogels have
a high free energy that will act as a powerful driving force for densification during
firing. Three characteristics contribute to this high free energy (40). The surface
area of the solid/vapor interface makes the largest contribution, estimated at
30-300 J/g (which corresponds to 100—1000 m?/g of interfacial area). The reduc-
tion of the surface area provides a high driving force for densification by viscous
flow. The two other contributions to the high free energy result from the reduced
cross-link density of the polymer chains compared to the corresponding melted
glass. Polymerization reactions can occur according to

Si(OH)4 — Si0, + 2H,0 AGf(mK) = —14.9kJ/mol (5.52)
More weakly cross-linked polymers containing more non-bridging oxygen atoms
will therefore make a greater contribution to the free energy. For silica gels
containing 0.33—1.48 OH groups per silicon atom, the contribution to the free
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energy resulting from the reaction described by Eq. (5.52) is estimated to range
from ~20 to 100 J/g. The free volume of the solid skeletal phase is also expected
to provide a contribution to the free energy. Figure 5.28 summarizes the free
energy versus temperature relations for polymeric and particulate gels, glass, and
an ideal supercooled liquid of the same oxide composition.

The densification of gels during sintering has been studied extensively by
Scherer and co-workers (41)—(43). Figure 5.29 shows data for the linear shrinkage
of three silica gels during firing at a constant heating rate of 2°C/min. The particu-
late gel (curve C) shrinks only at elevated temperatures (~1200°C), and its densi-
fication behavior can be accurately described by models for viscous sintering of
porous melted glass. We shall examine these models in Chapter 8. The shrinkage
of the polymeric gels differs markedly from that of the particulate gel. Starting
